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 Typical machine learning 
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 Objectives 

  What are the trade-offs associated with 
each branch? 

  When are we justified traveling down the 
machine learning (“predictive”) branch? 

  What are the consequences of using 
machine learning when it is not justified? 
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 Outline 

1.  Quantitative: Problems of meanings, 
measurement, and constructs 

2. Probability-based: Problems of central 
tendencies, variability as nuisance 

3. Predictive: Problems of correlation over 
causation 

4. Cross-validation: Problems of dependencies 
and optimism 
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 Meaning-making 

“During the writing of this book, my first 
grandchild was born. The hospital records 
document her weight, height, health[;] the 
mother’s condition, length of labor, time of birth, 
and hospital stay… These are physiological and 
institutional metrics. When aggregated across 
many babies and mothers, they provide trend 
data about the beginning of life—birthing.” 
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 Meaning-making 

“But nowhere in the hospital records will you find 
anything about what the birth of Calla Quinn 
means. Her existence is documented but not what 
she means to our family, what decision-making 
process led up to her birth, the experience and 
meaning of the pregnancy, the family experience 
of the birth process, and the familial, social, 
cultural, political, and economic 
context…” (Patton, 2015) 
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 Measurement and constructs 

  Constructs: primitives of 
social science 
–  What we care about 
–  Often unobservable (and 

hypothetical/subjective, 
e.g. friendship) 

–  Proxies always give errors 
(for binary-valued 
constructs: false 
negatives and false 
positives) 
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 Constructs: Subjective, multifaceted 

Patterns in pixels
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 Validating measurements 

Kinds of Validity

Construct Validity
(measurement)

Inference Validity
(studies)

“Translation”

Face Content Predictive Concurrent Convergent Discriminant

Criterion Internal External

Adapted from Borgatti, 2012 
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Kinds of Validity

Construct Validity
(measurement)

Inference Validity
(studies)

“Translation”

Face Content Predictive Concurrent Convergent Discriminant

Criterion Internal External

 (ML: Only external validity) 

Kass, 2011, Stat. Sci. Adapted from Borgatti, 2012 
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 “Thin description” 
“what exactly is thin description? In a thin world, surfaces 
should be valid and deep meanings superfluous… 
“The [quantitative social science] focus on behavior was a 
strategy to make social science into real science, something 
more like physics and less subject to values and prejudices 
because restricted to observable phenomena of the sort 
that could be registered by instruments. The sacrifice of 
human meaning seemed not just a price worth paying for 
solid results, but the liberating essence of a proper 
objective methodology that now would rise above 
stubborn tradition and invisible culture.” (Porter, 2012) 
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 Consequences 
  The world is, ultimately, “thick”: the same behavior can 

have infinitely many different meanings 
  What is it we ultimately care about? Relating to human 

experience? Or “solid results”? 
  Quantification requires choosing one set of meanings; 

nothing subsequent can “unpack” this (it has to be done 
again), and there is never one “best” meaning 

  Quantification solidifies that meaning, which lets us build 
upwards 

  Quantification can serve to de-legitimize other meanings 
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 Probability: signal and noise 

  “Probability is used in two distinct, although 
interrelated, ways in statistics, 
phenomenologically to describe haphazard 
variability arising in the real world and 
epistemologically to represent uncertainty of 
knowledge.” (Cox, 1990) 
  Implies a philosophical commitment: the world 

is made up of entities that are interchangeable, 
where the important thing is central tendency 
amidst variability 
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 The world as a data matrix 
“it is striking how absolutely these assumptions contradict 
those of the major theoretical traditions of sociology. 
Symbolic interactionism rejects the assumption of fixed 
entities and makes the meaning of a given occurrence 
depend on its location — within an interaction, within an 
actor's biography, within a sequence of events.  
“Both the Marxian and Weberian traditions deny explicitly 
that a given property of a social actor has one and only one 
set of causal implications… Marx, Weber, and work deriving 
from them in historical sociology all approach social 
causality in terms of stories, rather than in terms of variable 
attributes.” (Abbott, 1988) 
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 Concretely: “Flaw of averages” 

Source: Todd Rose. Illustration: Future for Learning.  
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 Consequences 

  These problems are not necessarily unique to 
probability-based modeling 
–  SIR equations are “equilibrium” solution 
–  Agent-based modeling often has interchangeable agents, 

and summarizes outcomes over multiple simulations with 
summary statistics 

  Neither statistics nor machine learning can do 
anything with an n of 1: cannot account for 
individuality, nor do anything with it 

  Planning to the central tendency punishes outliers 
(Keyes 2018) 
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 “Prediction” is not prediction! 

  “It’s not prediction at all! I have not found a 
single paper predicting a future result. All of 
them claim that a prediction could have 
been made; i.e. they are post-hoc analysis 
and, needless to say, negative results are 
rare to find.” (Gayo-Avello, “I Wanted to 
Predict Elections with Twitter and all I got 
was this Lousy Paper”, 2012) 

Introduction 

Quantitative: 
meanings, 
measurement, 
and constructs  

Probability-
based: Central 
tendency, 
variability 

Predictive: 
Correlation vs. 
causation 

Cross-
validation: 
Dependencies 
and optimism 

Summary 

References 



A Hierarchy of Limitations in ML https://MominMalik.com/nyucds2020.pdf 22 of 44 

35

30

25

20

10

5

15

0

0 5 10 15

Chocolate Consumption (kg/yr/capita)

N
ob

el
 L

au
re

at
es

 p
er

 1
0 

M
ill

io
n 

Po
pu

la
tio

n

Poland

Switzerland
Sweden

Norway

China Brazil

GreecePortugal

United 
States

Germany

France

Finland

Italy

Australia

The Netherlands

Canada
Belgium

United Kingdom

Ireland

Spain

Austria

Denmark

r=0.791

Japan

 “Predictions” are correlations 

Messerli, 2012, NEJM 
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 Cause is resources 
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 Not an obvious usage of “predict” 
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 Creates two types of modeling! 
 
 
 
 
 
 
Informative models may not fit well 

Breiman 2001: Information 
Shmueli 2010: Explanation 

  Kleinberg et al 2015: Rain dance 
Mullainathan & Spiess, 2017: β-
hat 

 
 
 
 
 
 
Correlations may “predict” well 

Breiman, 2001: Prediction 
Shmueli, 2010: Prediction 

  Kleinberg et al., 2015: Umbrella 
Mullainathan & Spiess, 2017: y-
hat 
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  “True” model can predict worse! 
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  Sometimes, people want causality 

  “A project I worked on in the late 1970s was the 
analysis of delay in criminal cases in state court 
systems... A large decision tree was grown, and I 
showed it on an overhead and explained it to the 
assembled Colorado judges. One of the splits was on 
District N which had a larger delay time than the 
other districts. I refrained from commenting on this. 
But as I walked out I heard one judge say to another, 
‘I knew those guys in District N were dragging their 
feet.’” (Breiman, 2001) 
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 Correlations and injustice 

Julius C. Chappelle proposed a bill in 
Massachusetts to ban charging Black people 
more for life insurance 
A lawyer opposing the bill “cited statistics from 
around the nation showing shorter life spans for 
blacks, including 1870 census figures showing a 
17.28 death rate for ‘colored people’ against 14.74 
for whites. These numbers, Williams argued, and 
not any ‘discrimination on the ground of color’ 
motivated insurers’ rates. It was a ‘matter of 
business,’ and any interference, he warned 
ominously and presciently, ‘would probably cut 
off insurance entirely from the colored race.’” 
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 Correlations and injustice 

“Chappelle’s allies noted that Williams’s 
statistics, while bleak enough, answered 
the wrong question. The question was 
not whether blacks in slavery or 
adjusting to freedom were poor 
insurance risks, or even whether 
southern blacks were poor risks. The 
question was African Americans’ 
potential for equality and specifically 
the present and future state of 
Massachusetts’ African Americans—
about whom no statistics had been 
offered by either side.” (Bouk, 2015)  
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  Sometimes, causality affects 
prediction 
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4. Cross-validation 
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 Real-world testing of ML results 

van’t Veer et al. 
(2002) found 70 
genes correlated with 
developing breast 
cancer 
  Of course the 

correlations were 
optimal, post-hoc. But 
did it generalize? 
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Finding: Machine learning 
alone would make things 
worse. But as a secondary 
diagnosis, on average it 
catches false positives and 
avoids unhelpful chemo!  
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  Implementation testing: Details 

  Before 
experiment 
(training data) 

  High model risk, 
low clinical risk: 
randomize. 
Chemo worse! 
 

  Low model risk, 
high clinical 
risk: chemo 
makes no 
difference 
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(Note: still limitations in how 
experimental subjects may be 
unrepresentative.) 
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 Generalizability through CV 

  Non-experimentally, generalizability is shown 
through cross validation 
  CV can go wrong in known ways:  
–  improper splitting 
–  publication bias (Gayo-Avello, 2012) 
–  overfitting to the test set (Dwork et al. 2015, Park 

2012) 
  Not systematically acknowledged: dependencies 

among observations 
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 Classic argument for CV 
Training: 

 
Testing: 
 
 
 
 
The difference is the optimism (Efron, 2004; Rosset & Tibshirani, 2018): 
 
  

Err(µ̂) = 1
nEf kY ⇤ � bY k22

= 1
n

h
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 Apply this to non-iid data 

  Imagine we have, for               and  

  Then, optimism in the training set is: 

  But test set also has nonzero optimism! 
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2
n tr Covf (Y1, bY1) =

2
n tr Covf (Y1,HY1) =

2
n trHVarf (Y1) =

2
n trH⌃
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2
n tr Covf (Y2, bY1) =

2
n tr Covf (Y2,HY1) =

2⇢�2

n trH11T = 2⇢�2
<latexit sha1_base64="bnSVmx7bdLEew8vXVbyOne413ds=">AAAOy3icpZfdbts2FMed7qvz1qzdLnaxG3aFgW5wDclNltwEaPPRtUBTZG3aJI3cgJIomwglaiSV2NF0uQfa4+xtdijJoUx5XbcpCHx0fv9zSB5SIuWnjErlOH+u3Pjo408+/ezm590vvry1+tXtO1+/kTwTAXkdcMbFsY8lYTQhrxVVjBynguDYZ+TIP9/R/OiCCEl5cqhmKRnFeJzQiAZYgevs9h+eigQO8mGRJwXylEDeDr/wEs5oTJU8i+6fnA37yLukIZlglZ8UZ+4PaAt9YJgf508LdLIYgzwx4ciTdBzjd40MlVj/uPOfd4cQN1zQn92+5wyc8kJtw62Ne536Oji7c+uGF/Igi0miAoalPHWdVI1yLBQNGCm6XiZJioNzPCa578eWA+57DccpmAmOiRzlZfUL1ANPiCIu4D9RqPQupMCxlLPYB2WM1UTaTDuXsdNMRZujnCZppkgSVA1FGUOKIz2VKKSCBIrNwMCBoDAaFEwwlFjBhHc9QRJyGfA4xknoRTimbBaSCGdM5Z6MarPoLnQnS8eCkPPFEuieCRnJtldxziw3idMJ+XWxZnk61aWRVmNYCDyDaNPNH3MPFqvysShyT2SMnD5wyXSUO4P1VBX5cLBOpoUdMeHiqhGhNaNaWgda7U6riet6UAN4bMo7PZlukT893H9e5Lub7vZPTlswnAvcvc3NvfW24OFc8OTJjutstAVrc4HjrO2uOYsdOw3iUS6jcj00x5h7e0IPr5yHONc3FidNTtoci3FMk1rC02tp7V8mx9PlcvDbckgBT/0VaQdck1YInv5dyJzYIUq0xeCzZW6t8iN4fVjsmWHPbOYY5tjs5Zz5+Uub7Rm2Z7M3eEmftdMWwruzLdROLWw+x7l3YNo7sNPQJASaEpF6d8s/bVqaQ7NQDu34x6YGj222bdi2zXYN27WZ/9zA5zbcN2zfZkeGHdns2LBjm50YdmKzt4a9tdmlYZc2mxo2tdnMsJnNrgy7slk4NTMR2jB4UcMAs/xFq6aYpRMMCtgjvcq2FT5Rc0Fp2pykkjKe1JILLOYOWxhntQYMm5U7co0r21YcTkw/KttW7BJ2rahsW/Gq0cqrpa2EjRzh0hyq0Q+1tB9jHF+3Utnwcl7YNhQ9v6r2Om0x6gssZnnKJdVHKZqM+3KCUyL7IbzvRXm+kn0fgseCZ0lo7ZPpOEoZV5bX1xt4uSkDhzwMJobhGRG5SVS0IRw+SBNCF0sgG2H9GNOk31AihHo9JHlMEA7DchCYoSquPM6EJObd1oBhRQZ9BacE2W+OHTZzfinb9cGZ4rCQcVPcVpX52u5GJQcpPA0xF+lEJ0A9lHAqZ6gqeSswokqPr7p6CG4VhNVqfYAKOBchTbBaEtycMwgOBb7UwbBukEEIR3DM0s4uet/VQ6bk71s87cFDZ8PrksKkNvypLhZMjZZLNWNwGpslPCTF1mlABRxq+9AxGpz3UbkDZzGSsKVuOYONIO6XA9ryGQzl7qYzambhviTigoT/Oo/rOH2oMmP1/XAxL4M6J+r/9i7VaSCJPvXiZNzIQ5ME5gKqBEmG6+2+LaTRdSUflmvtH1IpDN9ZZlh1ATIC4+9b1TFp3VRZI3+ov0eaeQNGq3qZ7v3X3O5Q5+7CV5NrfyO1jTfDgftwsP7L2r1H2/X3083Od53vO/c7bmej86jztHPQed0JVr5d2Vp5svLz6v6qXL1a/a2S3lipY77pLFyrv/8FcxCCYg==</latexit>

⌃ij = ⇢�2, i 6= j
<latexit sha1_base64="mM1hCxvO4I8eaeToDW9WJ6q47hY=">AAAORHicpZfdbts2FMfV7Kvz5q3dLnfDrjAwFJohucmamwBtmhQt0BRZmzZpIy+gJMpmQ4kqSSV2BL/Dnma329XeYe+wu2G3ww5lOZQpr/tSEODo/P7n6PCQMqkwZ1Qqz/vlyto77773/gdXP+x89HH3k0+vXf/sheSFiMjziDMujkIsCaMZea6oYuQoFwSnISOH4el9zQ/PiJCUZwdqmpNhikcZTWiEFbhOrt0Kwmd0lOKTkr6eoS0UiDEPpPZ8N3CDNwWOEUVBRt6g1yfXbnp9r7pQ2/Br46ZTX/sn17trQcyjIiWZihiW8tj3cjUssVA0YmTWCQpJchyd4hEpwzC1HHDfaziOwcxwSuSwrIY9Qz3wxCjhAv4zhSrvUgqcSjlNQ1CmWI2lzbRzFTsuVLI5LGmWF4pk0fxBScGQ4kj3EMVUkEixKRg4EhRGg6IxFjhS0OlOIEhGziOepjiLgwSnlE1jkuCCqTKQSW3OOkvlFPlIEHK63AJdmZCJbHsV58xykzQfkzfLPSvziW6NtB6GhcBTiDZl3ioDWCUqxGJWBqJg5Phrn0yGpdffyNWsHPQ3yGRmR4y5uGhEaM2wltaB1nMn84nrBNADWK/VnZ5Mf1Y+PNh7PCt3Nv3tb7y2YLAQ+Lubm7sbbcHtheDBg/u+d6ctWF8IPG99Z91bLuw4SoelTKr10BxjGewKPbxqHtJS31icNDlpcyxGKc1qCc8vpbV/lRxPVsvBb8shBU3pBWkHXJJWCJ78VciC2CFKtMXgs2V+rQqT0rfZI8Me2cwzzLPZ0wULy6c22zVs12Yv8IqatdMW3udnbaF2amHzPS6DffO8fTsNzWKgORF5cKP606alOTAL5cCOv2d6cM9m24Zt22zHsB2bhY8NfGzDPcP2bHZo2KHNjgw7stlLw17a7JVhr2x2bti5zSaGTWw2NWxqswvDLmwWT8xMxDaMntQwwqx80uopZvkYgyJM4WWtbFsRErUQVKbNSS4p41ktOcNi4bCFaVFrwLBZtUHXeG7bioOxqWNu24odwi4Vc9tWPGs85dnKp8SNHPHKHKpRh1pZxwinl0+Z2/DjvLRtKHp6Md/rtMVoKLCYljmXVJ9haDZy5RjnRLox/N6L6mAj3RCCR4IXWWztk/koyRlXljfUG3i1KQOHPAwmhuEpEaVJNGtDOHyQJoQSKyAbYW6KaeY2lAihXg9JnhKE47gaBGZoHlcdZ2KS8k5rwLAiI1fBKUG6zbHDZs7PZbs/uFAcFjJuituqKl/b3ehkP4e3IeUiH+sEqIcyTuUUzVveCkyo0uObXz0EtwrCarU+QEWci5hmWK0Ibs4ZBMcCn+tgWDfIIIQTOGZpZwe97eoh0/K3LZ724KHY+LKlMKkNf66bBVOj5VJNGZzGphmPyWzrOKICDrUuFEajUxdVO3CRIglb6pbXvxOlbjWgrZDBUG5sesNmFh5KIs5I/K/z+J7nQpcZq+8Hy3kZ9DlT/7e6XKeBJPrUi7NRIw/NMpgL6BIkGWy0a1tKo/tK/lmu9b9JpTB84Jhh1Q0oCIzftbpj0vq5skZ+W3+PNPNGjM77Zcr7r7n9gc7dga8m3/5GahsvBn3/dn/j2/Wbd7fr76erzhfOl85Xju/cce46D51957kTOd87Pzg/Oj91f+7+2v2t+/tcunaljvncWbq6f/wJ8WBWeA==</latexit>

⌃ii = �2
<latexit sha1_base64="NWGi9ZpBeuvF+Nlxo2OpKKE4z24=">AAAOMXicpZfPb9s2FMfV7lfnzVu7HXbYhV1hYBg8Q3KTNZcAbZoULdAWWZs2aSMvoCTKJkKKGkkldgT/Nbtup/01vQ277p/YoyyHMuV1vxQEeHqf73t6fKRMKsoZVdr331y5+s67773/wbUPOx993P3k0+s3PnupRCFj8iIWTMijCCvCaEZeaKoZOcolwTxi5DA6vW/44RmRiorsQM9yMuJ4nNGUxliD6+T6F2H0nI45PikpnaNtFCpz98Pw5Potf+BXF2obQW3c8upr/+RG92qYiLjgJNMxw0odB36uRyWWmsaMzDthoUiO41M8JmUUcccB972G4xjMDHOiRmU1xjnqgSdBqZDwn2lUeVdSYK7UjEeg5FhPlMuMcx07LnS6NSpplheaZPHiQWnBkBbINAwlVJJYsxkYOJYURoPiCZY41tDWTihJRs5jwTnOkjDFnLJZQlJcMF2GKq3NeWelnCIfS0JOV1tgKpMqVW2vFoI5bsLzCflxtWdlPjWtUc7DsJR4BtG2zG/KEJaEjrCcl6EsGDn+NiDTUekPNnM9L4eDTTKduxETIS8aEUYzqqV1oPPc6WLiOiH0ABZndWcmM5iXDw+ePJ6Xu1vBznd+WzBcCoK9ra29zbbg9lLw4MH9wL/TFmwsBb6/sbvhrxZ2HPNRqdJqPTTHWIZ70gyvmgdemhuHkyYnbY7lmNOsloj8Ulr718nxdL0c/K4cUlBOL0g74JK0QvD0r0KWxA3Rsi0GnysLalWUloHLHln2yGW+Zb7Lni1ZVD5z2Z5ley57idfUbJyu8L44awuN0wib73EZ7tvn7btpaJYAzYnMw5vVnzEdzYFdKAdu/D3bg3su27Fsx2W7lu26LHps4WMXPrHsicsOLTt02ZFlRy57Zdkrl7227LXLzi07d9nUsqnLZpbNXHZh2YXLkqmdicSF8dMaxpiVT1s9xSyfYFBEHF7WynYVEdFLQWW6nOSKMpHVkjMslw5XyItaA4bLqh25xgvbVRxMbB0L21XsEnapWNiu4nnjKc/XPiVp5EjW5tCNOvTaOsaYXz5lYcOP88q2oenpxWKvMxajkcRyVuZCUXNgodm4ryY4J6qfwO+9rE4xqh9B8FiKIkucfTIfpzkT2vFGZgOvNmXgkIfBxDA8I7K0ieZtCIcP0oRQYgVUI6zPMc36DSVCqNdDSnCCcJJUg8AMLeKq40xCuOi0BgwrMu5rOCWofnPssJmLc9XuDy60gIWMm+K2qsrXdjc6OcjhbeBC5hOTAPVQJqiaoUXLW4Ep1WZ8i6uH4FZDWK02B6hYCJnQDOs1wc05g+BE4nMTDOsGWYRwCscs4+ygt109ZFv+tsXTHjwUm1y2FCa14c9Ns2BqjFzpGYPT2CwTCZlvH8dUwqG2D4XR+LSPqh244EjBlrrtD+7EvF8NaDtiMJSbW/6omUVEisgzkvzrPIHv96HLjNX3w9W8DPqc6f9bXW7SQBJz6sXZuJGHZhnMBXQJkgw327WtpDF9Jf8s18bfpNIYvmbssOoGFATG33e6Y9MGuXZGftt8jzTzxowu+mXL+6+5g6HJ3YGvpsD9RmobL4eD4PZg8/uNW3d36u+na96X3lfe117g3fHueg+9fe+FF3tz7yfvZ++X7q/dN93fur8vpFev1DGfeytX948/Ae8xTw4=</latexit>
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 One draw as an example 
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 Simulated MSE 
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Training error
Test set error
Out−of−sample (true) errorMean training error: 0.40 

Mean test set error: 0.61 
Mean true error: 1.61 (also, long tail!) 

(Theoretical:) 
Irreducible error: 1 
Estimator variance: 0.61 
Expected bias: 0 (OLS is unbiased) 
Expected training optimism: 1.21 
Expected test set optimism: 1 
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 Consequences 

  Non-experimental results are always 
preliminary 

  Can try to split data around covariance 
(Bergmeir et al., 2018; Hammerla & Plötz, 
2015) 
–  But can’t estimate both mean and the covariance 

structure, have to assume one (Opsomer et al., 2001) 

–  For covariance, no amount of data is ever enough! 
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 Summary 

  Quantification sacrifices multiplicity and depth of 
meaning, and is at the mercy of measurement 
processes that only imperfectly capture constructs 

  Probability-based modeling requires multiple 
observations, and uses central tendencies which 
exclude outliers 

  “Prediction” is based on correlation, which can 
sidestep responsibility, and are fragile to causation 

  Cross-validation can fail if there are dependencies, or 
other problems 

Introduction 

Quantitative: 
meanings, 
measurement, 
and constructs  

Probability-
based: Central 
tendency, 
variability 

Predictive: 
Correlation vs. 
causation 

Cross-
validation: 
Dependencies 
and optimism 

Summary 

References 



A Hierarchy of Limitations in ML https://MominMalik.com/nyucds2020.pdf 44 of 44 

  Thank you! 
<momin.malik@gmail.com> 
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 “True” models predict worse 

  A linear data-generating process.  

  Wu et al. (2007): Fitting only Xp has lower 
expected MSE than fitting the model that 
generated the data when:  
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 Proposal: Precise language 

Predict the likelihood: Calculate the likelihood 
Predict the risk, predict the probability: 
Estimate the risk, estimate the probability 
Prediction, predicted: Fitted value, fitted 
We predict: We detect, we classify, we model 
X predicts Y: X is correlated with Y 
X predicts Y, ceteris paribus (partial correlation): 
X is associated with Y 
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 Proposal: Alternative language 

Retrodiction 
Backtesting (retrodiction for testing) 
Hindcasting (backtesting for forecasting) 

 
 
 
  

  In-sample  vs. 
  Interpolation  vs. 
  Diagnosis  vs. 
  Retrospective  vs. 

  Out of-sample 
  Extrapolation 
  Prognosis 
  Prospective 
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 But language not enough 

Pseudo-Mathematics and Financial
Charlatanism: The Effects of
Backtest Overfitting on
Out-of-Sample Performance
David H. Bailey, Jonathan M. Borwein,
Marcos López de Prado, and Qiji Jim Zhu

Another thing I must point out is that you cannot
prove a vague theory wrong. […] Also, if the process
of computing the consequences is indefinite, then
with a little skill any experimental result can be
made to look like the expected consequences.

—Richard Feynman [1964]

Introduction

A backtest is a historical simulation of an algo-
rithmic investment strategy. Among other things,
it computes the series of profits and losses that
such strategy would have generated had that al-
gorithm been run over that time period. Popular
performance statistics, such as the Sharpe ratio
or the Information ratio, are used to quantify the
backtested strategy’s return on risk. Investors
typically study those backtest statistics and then
allocate capital to the best performing scheme.

Regarding the measured performance of a
backtested strategy, we have to distinguish between
two very different readings: in-sample (IS) and out-
of-sample (OOS). The IS performance is the one
simulated over the sample used in the design of
the strategy (also known as “learning period” or

David H. Bailey is retired from Lawrence Berkeley National
Laboratory. He is a Research Fellow at the University of Cal-
ifornia, Davis, Department of Computer Science. His email
address is david@davidhbailey.com.

Jonathan M. Borwein is Laureate Professor of Mathematics
at the University of Newcastle, Australia, and a Fellow of the
Royal Society of Canada, the Australian Academy of Science,
and the AAAS. His email address is jonathan.borwein@
newcastle.edu.au.

Marcos López de Prado is Senior Managing Director at
Guggenheim Partners, New York, and Research Affiliate at
Lawrence Berkeley National Laboratory. His email address
is lopezdeprado@lbl.gov.

Qiji Jim Zhu is Professor of Mathematics at Western Michi-
gan University. His email address is zhu@wmich.edu.

DOI: http://dx.doi.org/10.1090/noti1105

“training set” in the machine-learning literature).
The OOS performance is simulated over a sample
not used in the design of the strategy (a.k.a. “testing
set”). A backtest is realistic when the IS performance
is consistent with the OOS performance.

When an investor receives a promising backtest
from a researcher or portfolio manager, one of
her key problems is to assess how realistic that
simulation is. This is because, given any financial
series, it is relatively simple to overfit an investment
strategy so that it performs well IS.

Overfitting is a concept borrowed from ma-
chine learning and denotes the situation when a
model targets particular observations rather than
a general structure. For example, a researcher
could design a trading system based on some
parameters that target the removal of specific
recommendations that she knows led to losses
IS (a practice known as “data snooping”). After a
few iterations, the researcher will come up with
“optimal parameters”, which profit from features
that are present in that particular sample but may
well be rare in the population.

Recent computational advances allow invest-
ment managers to methodically search through
thousands or even millions of potential options for
a profitable investment strategy. In many instances,
that search involves a pseudo-mathematical ar-
gument which is spuriously validated through a
backtest. For example, consider a time series of
daily prices for a stock X. For every day in the
sample, we can compute one average price of
that stock using the previous m observations x̄m
and another average price using the previous n
observations x̄n, where m < n. A popular invest-
ment strategy called “crossing moving averages”
consists of owning X whenever x̄m > x̄n. Indeed,
since the sample size determines a limited number
of parameter combinations thatm and n can adopt,

458 Notices of the AMS Volume 61, Number 5

(I.e., using “backtest” in 
place of “predict” has not 
prevented financial 
analysts from unwitting 
overfitting) 
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 Overfitting on the test set 

  Re-using a test set can 
overfit to the test set! 
(Dwork et al., 2015) 

  Happens in Kaggle, 
which has public 
leaderboard (visible 
throughout) and private 
leaderboard (revealed 
only at end of 
competition) 

Greg Park (2012):  
Repeated tries improved 
“visible test” ranking 

But “hidden test” (true) 
ranking went down! 
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 Matrix bias-variance decomposition 

err(µ̂) = 1
nEf kY � bY k22

= 1
n

h
Ef kY k22 + Ef kbY k22 � 2Ef (Y

T bY )
i

= 1
n

h
Ef kY k22 + Ef kbY k22 � 2 trEf (Y bY T )

i

+ 1
n

h
µTµ+ Ef (bY )TEf (bY ) + 2 tr µEf (bY )T

i

+ 1
n

h
�µTµ� Ef (bY )Ef (bY )T � 2µTEf (bY )

i

= 1
n

h
tr⌃+ kµ� E(bY )k22 + tr Varf (bY )� 2 tr Covf (Y , bY )

i
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 Critical technical practice (1) 
Agre (1997) describes “mov[ing] intellectually from AI to the 
social sciences — that is, to stop thinking the way that AI people 
think, and to start thinking the way that social scientists think…” 

  “Criticisms of [AI], no matter how sophisticated and scholarly 
they might be, are certain to be met with the assertion that the 
author simply fails to understand a basic point… even though I 
was convinced that the field was misguided and stuck, it took 
tremendous effort and good fortune to understand how and 
why… I spent several years attempting to reform the field by 
providing it with the critical methods it needed — a critical 
technical practice.”  
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 Critical technical practice (2) 
  “As an AI practitioner already well immersed in the literature, I had 

incorporated the field's taste for technical formalization so thoroughly 
into my own cognitive style that I literally could not read the literatures 
of nontechnical fields at anything beyond a popular level. The problem 
was not exactly that I could not understand the vocabulary, but that I 
insisted on trying to read everything as a narration of the workings of 
a mechanism.” 

  “At first I found [nontechnical] texts impenetrable, not only because of 
their irreducible difficulty but also because I was still tacitly attempting 
to read everything as a specification for a technical mechanism… My 
first intellectual breakthrough came when, for reasons I do not recall, it 
finally occurred to me to stop translating these strange disciplinary 
languages into technical schemata, and instead simply to learn them 
on their own terms.” 
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 Critical technical practice (3) 

  “I still remember the vertigo I felt during this 
period; I was speaking these strange 
disciplinary languages, in a wobbly fashion at 
first, without knowing what they meant -- 
without knowing what sort of meaning they 
had.” 
  “in retrospect this was the period during which 

I began to ‘wake up’, breaking out of a 
technical cognitive style that I now regard as 
extremely constricting.” 
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 Critical technical practice (4) 

  “Without the idea that ideologies and social 
structures can be reproduced through a myriad of 
unconscious mechanisms such as linguistic forms 
and bodily habits, all critical analysis may seem like 
accusations of conscious malfeasance. Even 
sociological descriptions that seem perfectly 
neutral to their authors can seem like personal 
insults to their subjects if they presuppose forms of 
social order that exist below the level of conscious 
strategy and choice.”  
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