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Outline
• Methodological problems:
– Sampling frame and measurement: ML tries to circumvent internal/construct validity, 

and sampling frame. Sometimes this works. Sometimes it doesn’t. 
– “Prediction” vs. causality: “prediction” has a lot of complexity that casual usage 

ignores
– Model metrics are estimators! They have asymptotic distributions, can be biased, etc.

• Dependencies are a form of leakage, and bias the CV estimators of model success
• We should figure out asymptotic distributions to help design tests and power calculations, 

and start using them

• Contextual points:
– Cultural issues: Lack of exposure to the entirety of research methods. To a certain 

extent, expecting replication might be understanding science in a bad way
– Lessons from other fields: We probably won’t get reform until we have a crisis, and 

we probably won’t get to a crisis
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Background (Malik, 2020)
,QTXLU\

4XDOLWDWLYH 4XDQWLWDWLYH

0HFKDQLVWLF

6LPXODWLRQ (TXDWLRQ

3UREDELOLW\ EDVHG

([SODQDWRU\

2EVHUYDWLRQDO ([SHULPHQWDO

3UHGLFWLYH

2XW�RI�VDPSOH WHVWLQJ

2EVHUYDWLRQDO ([SHULPHQWDO

&URVV�YDOLGDWLRQ

k �IROG 'HSHQGHQW

Introduction

Sampling 
frame and 
measurement 

“Prediction”
vs. causality

Model metrics 
as estimators

Cultural issues

Lessons from 
other fields

Summary and 
conclusion

References

Appendix: 
Simulation 
code



5 of 60The reproducibility crisis in ML-based science Slides: https://MominMalik.com/cmls2022.pdf

Problem 1: Sampling frame and 
measurement
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Traversing the hierarchy of limitations

• Each branch has trade-offs, and problems propagate
• No one method is inherently better any other
• Mixed methods can combine (although I don’t consider 

this in the paper)
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Quantification locks in meaning
• Qualitative research can 

get directly at how 
things are multifaceted, 
heterogeneous, 
intersubjective

• Quantification/ 
measurements lock in 
one meaning; and 
frequently are proxies, 
which are imperfect (“all 
models are wrong;” Box, 
1979)
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Challenges of quantification/ 
measurement

• Constructs: primitives of 
social science
– What we care about
– Often unobservable (and 

hypothetical/subjective, e.g.
friendship)

– Proxies always give errors 
(for binary constructs: false 
negatives and false 
positives), and even can be 
gamed
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Constructs: Subjective, multifaceted

Patterns in pixels

· · ·
+�i

Human label

“Cat-ness”
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Example: Epic sepsis model
• Wong et al. (2021) found that a model to predict sepsis from the 

electronic health records company Epic worked far less well than 
claimed
– AUC of .63, versus what Epic reported of .76 to .83

• One possible culprit: different definitions. Epic developed its 
model based on defining sepsis by the point where physicians 
intervened (what there was direct data for). Wong et al.’s 
evaluation was based on defining sepsis by meeting a certain 
number of CDC and ICD-10 criteria

• Of course the model as fitted wouldn’t generalize! Maybe the 
same model, re-fitted on the “better” measure, would work
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Stats and ML use central tendencies
• Statistics and machine 

only option to both 
directly use data and
account for variability

• They do so via central 
tendency

• This requires multiple 
observations, and 
independence 
assumptions (we cannot 
do anything with an n of 
1!)
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Importance of sampling frame
• Because ML uses the same fundamental mechanism as stats 

(reducing aggregates via central tendency), it has the same issue 
that results will only generalize insofar as the sample is 
representative (see also Meng, 2018)
– Failures of Literary Digest poll of 1936 (Peverill, 1988) and “Dewey 

defeats Truman” in 1948 led to reforms in survey sampling
• The “patterns” we “recognize” are correlations, not necessarily 

universal regularity, so we can’t ignore the sampling frame
• “Sampling on the dependent variable” is a classic problem: 

Cohen and Ruths (2013) have an amazing mea culpa where they 
note that they filtered Twitter users to only those who had a signal 
for political orientation. That was an unrealistic sampling frame
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Fixes: Study design (look at sampling 
frame and use measurement models)
• Sampling frame is typically taught in social 

sciences, not necessarily in machine learning
• Measurement models are the domain of 

psychometrics, and are almost completely 
unknown in ML (Jacobs & Wallach, 2019)

• These are a standard part of education that ML 
should make room for (will return to later under 
“culture”)

Introduction

Sampling 
frame and 
measurement 

“Prediction”
vs. causality

Model metrics 
as estimators

Cultural issues

Lessons from 
other fields

Summary and 
conclusion

References

Appendix: 
Simulation 
code



14 of 60The reproducibility crisis in ML-based science Slides: https://MominMalik.com/cmls2022.pdf

Problem 2: “Prediction” vs. causality
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Causality is hard, maybe too hard
• Properly controlled 

experiments lack 
ecological validity

• Observational inference 
can never totally account 
for the possibility of 
hidden confounders, 
which can frustrate even 
the most perfect 
application of causal 
techniques (Arceneaux, 
Gerber, & Green, 2010)
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ML is “prediction” only
• “Predictions” are defined as 

what minimizes loss within 
a predetermined frame
– Correlations do this

• Non-causal correlations can 
sometimes predict well 
within a frame, but they 
frequently don’t explain, 
and can fail outside
– If that was the definition 

(Milton Friedman: “prediction 
in the presence of change”), 
correlations wouldn’t work, 
but that is hard to formalize
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To Explain or to Predict?
Galit Shmueli

Abstract. Statistical modeling is a powerful tool for developing and testing
theories by way of causal explanation, prediction, and description. In many
disciplines there is near-exclusive use of statistical modeling for causal ex-
planation and the assumption that models with high explanatory power are
inherently of high predictive power. Conflation between explanation and pre-
diction is common, yet the distinction must be understood for progressing
scientific knowledge. While this distinction has been recognized in the phi-
losophy of science, the statistical literature lacks a thorough discussion of the
many differences that arise in the process of modeling for an explanatory ver-
sus a predictive goal. The purpose of this article is to clarify the distinction
between explanatory and predictive modeling, to discuss its sources, and to
reveal the practical implications of the distinction to each step in the model-
ing process.

Key words and phrases: Explanatory modeling, causality, predictive mod-
eling, predictive power, statistical strategy, data mining, scientific research.

1. INTRODUCTION

Looking at how statistical models are used in dif-
ferent scientific disciplines for the purpose of theory
building and testing, one finds a range of perceptions
regarding the relationship between causal explanation
and empirical prediction. In many scientific fields such
as economics, psychology, education, and environmen-
tal science, statistical models are used almost exclu-
sively for causal explanation, and models that possess
high explanatory power are often assumed to inher-
ently possess predictive power. In fields such as natural
language processing and bioinformatics, the focus is on
empirical prediction with only a slight and indirect re-
lation to causal explanation. And yet in other research
fields, such as epidemiology, the emphasis on causal
explanation versus empirical prediction is more mixed.
Statistical modeling for description, where the purpose
is to capture the data structure parsimoniously, and
which is the most commonly developed within the field
of statistics, is not commonly used for theory building
and testing in other disciplines. Hence, in this article I

Galit Shmueli is Associate Professor of Statistics,
Department of Decision, Operations and Information
Technologies, Robert H. Smith School of Business,
University of Maryland, College Park, Maryland 20742,
USA (e-mail: gshmueli@umd.edu).

focus on the use of statistical modeling for causal ex-
planation and for prediction. My main premise is that
the two are often conflated, yet the causal versus pre-
dictive distinction has a large impact on each step of the
statistical modeling process and on its consequences.
Although not explicitly stated in the statistics method-
ology literature, applied statisticians instinctively sense
that predicting and explaining are different. This article
aims to fill a critical void: to tackle the distinction be-
tween explanatory modeling and predictive modeling.

Clearing the current ambiguity between the two is
critical not only for proper statistical modeling, but
more importantly, for proper scientific usage. Both ex-
planation and prediction are necessary for generating
and testing theories, yet each plays a different role in
doing so. The lack of a clear distinction within statistics
has created a lack of understanding in many disciplines
of the difference between building sound explanatory
models versus creating powerful predictive models, as
well as confusing explanatory power with predictive
power. The implications of this omission and the lack
of clear guidelines on how to model for explanatory
versus predictive goals are considerable for both scien-
tific research and practice and have also contributed to
the gap between academia and practice.

I start by defining what I term explaining and pre-
dicting. These definitions are chosen to reflect the dis-

289

Introduction

Sampling 
frame and 
measurement 

“Prediction”
vs. causality

Model metrics 
as estimators

Cultural issues

Lessons from 
other fields

Summary and 
conclusion

References

Appendix: 
Simulation 
code



17 of 60The reproducibility crisis in ML-based science Slides: https://MominMalik.com/cmls2022.pdf

A “realist” definition for machine learning
• Realist definitions: what things are, rather 

than what they aspire to be
• Machine learning: An instrumental use of 

correlations to try and mimic the outputs 
of a target system (rather than trying to 
understand causal relationships between 
inputs and outputs). Focus on highly 
flexible “curve-fitting” methods. 
(Diagram: Breiman, 2001. See also Jones, 
2018) 

• Yes theory-agnostic modeling has its 
place, but there is a cost to abandoning 
many hard-won guardrails
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Kinds of Validity

Construct Validity
(measurement)

Inference Validity
(studies)

“Translation”

Face Content Predictive Concurrent Convergent Discriminant

Criterion Internal External

ML: Only external validity

Kass, 2011 Adapted from Borgatti, 2012
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Leads to two separate goals
• Non-causal (“spurious”) correlations may 

fit robustly (e.g., latent common cause)
– Breiman, 2001: “prediction problems”
– Shmueli, 2010: “to predict”
– Kleinberg et al., 2015: “umbrella problems”
– Mullainathan & Spiess 2017: “y-hat problems”

• Carefully built models that capture 
causality (or “pure” associations) may fit 
poorly overall
– Breiman: “information”
– Shmueli: “to explain”
– Kleinberg et al.: “rain dance problems”
– Mullainathan & Spiess: “beta-hat problems”
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Levels of prediction (Rescher, 1998)
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“Things do change” (Hoadley, 2001)
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Correlations can’t “predict in the 
presence of change” or of interventions

• Very different sets of 
correlations can “predict” 
(correlate) equally well 
(Mullainathan and Spiess
2017)
– Breiman (2001) called this 

the “Rashomon Effect”
• But different fits suggest 

very different outputs under 
covariate shift, and under 
interventions1 2 3 4 5 6 7 8 9 10
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Testing generalizability
• I really like the example of 

Cardoso et al. (2016). van’t Veer et 
al. (2002) fit a model for genetic 
correlates of metastatic breast 
cancer. Of course it was optimal, 
post-hoc. But did it generalize?
– (Probably could be re-done much 

better with more data and modern 
software: only trained on 98 breast 
tumors, done via a custom-
implemented decision tree. But this 
was from 2002.) 

• Cardoso et al. (2016) tested on 
6,693 women in Europe
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Finding: Machine learning 
alone would make things 
worse. But as a secondary
diagnosis, on average it 
catches false positives and 
avoids unhelpful chemo! 
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Pet peeve: language
• Communication: stop saying “prediction” if it is really “correlation”
– The use of ‘prediction’ leads to false, inflated expectations. Instead of saying “prediction” for 

post-hoc demonstrations (Gayo-Avello, 2012), use “retrodiction”: it is awkward, but that’s what we 
need. For time series: nowcasting, back-testing. 

– Attempts to model partial correlation (i.e., for “ceteris paribus” interpretations) can be described 
with “association”

• “Prediction” is overused as it is
– Statements like ”predict the probability of risk”, or “calculate the probability of a likelihood” exist 

and are redundant if not nonsensical (akin to, “a probability of a probability [of a probability]”). 
• Probabilities and risks are always latent (and indeed, are hypothetical and metaphysical), so how can we 

“predict” them? We should say that estimate probabilities and risk (say estimated probabilities, etc.), and not 
overload on synonyms for probability

– Use “detection” or “classification” if labels are manifest but unknown. E.g., we don’t “predict” race; 
“detecting” and “predicting” cancer imply two very different tasks; etc.

• Models, not algorithms (unless you really do mean an optimization algorithm). Why? 
Specificity: logistic regression is a model, IRLS is an algorithm. Random forests are a 
model, CART is an algorithm. And: we already know “all models are wrong” (Box, 1979)

Introduction

Sampling 
frame and 
measurement 

“Prediction”
vs. causality

Model metrics 
as estimators

Cultural issues

Lessons from 
other fields

Summary and 
conclusion

References

Appendix: 
Simulation 
code



28 of 60The reproducibility crisis in ML-based science Slides: https://MominMalik.com/cmls2022.pdf

Fixes: Language, expectations, and claim-
making
• If by “generalizability,” we mean that a fitted model will apply to very 

different contexts, probably very few ML models will generalize (at least 
for the social world)
– But if we mean that the ML procedure, allowing for different weights (and even 

different selected features) for a different context, then things are probably not as 
bad

– Using Rescher’s (1998) “level of prediction” can help be more precise
• Being more precise about language will help this, including setting 

expectations on the basis of ML being based on maximizing correlations 
[in a given sample] rather than achieving prophecy

• Just because we can find a correlation doesn’t mean we’ve advanced 
scientific understanding (some ongoing work with Joshua Kroll, Lorraine 
Kisselburgh, Larry Medsker, Simson Garfinkel, and others)
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Problem 3: Model metrics are estimators, 
with unknown distributions and sources 
of bias
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Model metrics as estimators
• If we make a commitment to a statistical view of the world (unobservable 

but inferable underlying regularity realized with haphazard variability), 
then the precision, recall, AUC, etc., are estimators of the underlying 
quantity of out-of-sample performance
– Quantifying uncertainty provides a hedge on performance claims

• We can frame and study their properties statistically! 
– Dependencies cause test error to be biased (and, in a simple case, error has a 

generalized non-central chi-square distribution, which is heavily right-tailed, versus 
the symmetry of a binomial distribution)

– Metrics other than accuracy (binomial) look like they have weird distributions. 
Somebody should look into this, and also design tests and power calculations

– This view explains how it makes sense to use instrumental variables for estimating 
out-of-sample performance! (Kleinberg et al., 2018)
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Matrix bias-variance decomposition
err(µ̂) = 1

nEf kY � bY k22
= 1

n

h
Ef kY k22 + Ef kbY k22 � 2Ef (Y

T bY )
i

= 1
n

h
Ef kY k22 + Ef kbY k22 � 2 trEf (Y bY T )

i

+ 1
n

h
µTµ+ Ef (bY )TEf (bY ) + 2 tr µEf (bY )T

i

+ 1
n

h
�µTµ� Ef (bY )Ef (bY )T � 2µTEf (bY )

i

= 1
n

h
tr⌃+ kµ� E(bY )k22 + tr Varf (bY )� 2 tr Covf (Y , bY )

i
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Classic argument for CV
Training:

Testing:

The difference is the optimism (Efron, 2004; Rosset & Tibshirani, 
2020):

Err(µ̂) = 1
nEf kY ⇤ � bY k22

= 1
n

h
tr⌃+ kµ� E(bY )k22 + tr Varf (bY )� 2 tr Covf (Y

⇤, bY )
i
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Apply this to non-iid data
• Imagine we have, for and 

• Then, optimism in the training set is:

• But test set also has nonzero optimism!


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�
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�
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<latexit sha1_base64="nudi2wUSp7CBsuMNkXQVR+Ehilg=">AAAO6XicpZfdbts2FMed7qvz1qzdLnfDrnDRDZ4hucmSmwBtmhQt0BZZmzZJLTegJMomQooaSSV2BD/E7obd7oF2vbfZoayYMuV1XwoSHJ7f/xySh1RIhRmjSnveH2vXPvjwo48/uf5p+7PPb6x/cfPWl2+UyGVEXkeCCXkcYkUYTclrTTUjx5kkmIeMHIVnjww/OidSUZEe6mlGhhyPUprQCGtwnd78PQjJiKZFyLGWdDI7OfVREKCT0z4KSBov/ChQlKMgeoECRhJ9DzlxKDg2cebvclgYEo27TXn4io44RndRIMfCZIfWO+gUuvffHZa5VoK7i1CnI0lHY/3t6c07Xs8rH9Q0/Mq406qeg9NbN64FsYhyTlIdMazUwPcyPSyw1DRiZNYOckUyHJ3hESnCkDsOaHdqjgGYKeZEDYtybWaoA54YJULCb6pR6V1KgblSUx6CEqYyVi4zzlVskOtke1jQNMs1SaN5R0nOkBbILDSKqSSRZlMwcCQpzAZFYyxxpGE7tANJUnIRCc5xGgcJ5pRNY5LgnOkiUEllztpLw8mzkSTkbLkEZmRSJarp1UIwx014NiY/LdesyCamNMrpDEuJpxBth/ldEcBW1iGWsyKQOSOD730yGRZebzPTs6Lf2ySTmRsxFvKyFmE0w0paBTr9TuYL1w6gBvBSlS2zmP6seHL4/Nms2Nv2d3/wmoL+lcDf397e32wK7l8JHj9+5HtbTcHGlcDzNvY2vOWBDSI+LFRS7of6HItgX5rplevAC9NwOKlz0uRYjjhNK4nIFtLKv0qOJ6vl4HflkIJyekmaAQvSCMGTvwq5Im6Ilk0x+FyZX6nCpPBd9tSypy7zLPNc9vKKhcVLl+1btu+yN3jFmI3TFT4S502hcRph/T0uggPb34GbhqYx0IzILLhd/hjT0RzajXLoxj+0NXjosl3Ldl22Z9mey8JnFj5z4XPLnrvsyLIjlx1bduyyE8tOXPbWsrcuu7DswmUTyyYum1o2ddmlZZcuiyd2JWIXRi8qGGFWvGjUFLNsjEERcnhZS9tVmDO5EpSmy0mmKBNpJTnH8srhCnleacBwWXlyV3huu4rDsR3H3HYVe4QtFHPbVbyq9fJqZS9xLUe8MoeujUOvHMcI80Uvcxv+OS8dG5qeXc7POmMxGkosp0UmFDUXLZqOumqMM6K6Mfy/l+XtS3VDCB5Jkaexc05moyRjQjve0Bzg5aEMHPIwWBiGp0QWNtGsCeHyQeoQhlgCVQvrckzTbk2JEOp0kBKcIBzH5SQwQ/O48joTEy7ajQnDjoy6Gm4JqlufOxzm4kI164NzLWAj47q4qSrzNd21SvYyeBu4kNnYJEAdlAqqpmhe8kZgQrWZ3/zpIGhqCKvU5gIVCSFjmmK9Iri+ZhAcS3xhgmHfIIsQTuCaZZxt9L6ng2zJ37d5mpOHwcaLksKi1vyZKRYsjZErPWVwG5umIiaznUFEJVxquzAwGp11UXkC5xwpOFJ3vN5WxLvlhHZCBlO5ve0N61lEqIg8J/G/zuN7XheqzFjV7i/nZVDnVP/f0WUmDSQxt16cjmp5aJrCWkCVIEl/szm2pTSmruSf5dr4m1Qaw1eYnVZVgJzA/LtOdWxaP9POzO+b75F63ojReb3s8P5rbr9vcrfhq8l3v5Gaxpt+z7/f2/xx486D3er76Xrr69Y3rXstv7XVetB60jpovW5Fa5trg7V4jayfrf+8/sv6r3PptbUq5qvW0rP+25/Fmo3e</latexit>

2
n tr Covf (Y1, bY1) =

2
n tr Covf (Y1,HY1) =

2
n trHVarf (Y1) =

2
n trH⌃

<latexit sha1_base64="gHu5v0XcSXpf2mHjahNHYET+PaU=">AAAO03icpZfdbts2FMed7qvz1izdLncxdoWBbnANyU3W3ARo06RogbbL2nw2MgJKomwilKiRVGJH0M2w2z3QHmVvs0NJDmXK7bpNRZGj8/ufo8NDyqT8lFGpHOevlRsfffzJp5/d/Lz7xZe3Vr9au/31oeSZCMhBwBkXxz6WhNGEHCiqGDlOBcGxz8iRf/5E86MLIiTlyb6apWQU43FCIxpgBa6ztT89FQkc5MMiTwrkKYG8J/zCSzijMVXyLLp3cub2kXdJQzLBKj8pztwf0Bb6wDA/zp8V6ORdMSX2DrGwIt+jhj9v6DjG6GztrjNwygu1Dbc27nbqa+/s9q0bXsiDLCaJChiW8tR1UjXKsVA0YKToepkkKQ7O8Zjkvh9bDrjvNRynYCY4JnKUl7NQoB54QhRxAf8ThUrvQgocSzmLfVDGWE2kzbRzGTvNVLQ5ymmSZookQfWgKGNIcaSnFIVUkECxGRg4EBRGg4IJhuYpmPiuJ0hCLgMexzgJvQjHlM1CEuGMqdyTUW0W3YVysnQsCDlfbIGuTMhItr2Kc2a5SZxOyK+LPcvTqW6NtB6GhcAziDZl/ph7sGiVj0WReyJj5PS+S6aj3BlspKrIh4MNMi3siAkXV40IrRnV0jrQeu60mriuBz2A16e805PpFvmz/Zcvinxn093+yWkLhnOBu7u5ubvRFjyYC54+feI6D9uC9bnAcdZ31p3Fwk6DeJTLqFwPzTHm3q7QwyvnIc71jcVJk5M2x2Ic06SW8PRaWvuXyfF0uRz8thxSwDt8RdoB16QVgqfvCpkTO0SJthh8tsytVX6UuzZ7bthzmzmGOTZ7PWd+/tpmu4bt2uwQL6lZO20h/Ia2hdqphc33OPf2zPP27DQ0CYGmRKTenfKfNi3Nvlko+3b8Y9ODxzbbNmzbZjuG7djMf2HgCxu+NOylzY4MO7LZsWHHNjsx7MRmbw17a7NLwy5tNjVsarOZYTObXRl2ZbNwamYitGHwqoYBZvmrVk8xSycYFLAzepVtK3yi5oLStDlJJWU8qSUXWMwdtjDOag0YNpN6Q65xZduK/Ympo7JtxQ5h14rKthVvGk95s/QpYSNHuDSHatShltYxxvH1UyobfpwXtg1Fz6+qvU5bjPoCi1meckn1kYom476c4JTIfgi/96I8Z8m+D8FjwbMktPbJdByljCvL6+sNvNyUgUMeBhPD8IyI3CQq2hAOH6QJocQSyEZYP8Y06TeUCKFeD0keE4TDsBwEZqiKK48zIYl5tzVgWJFBX8EpQfabY4fNnF/Kdn9wpjgsZNwUt1Vlvra70clBCm9DzEU60QlQDyWcyhmqWt4KjKjS46uuHoJbBWG1Wh+gAs5FSBOslgQ35wyCQ4EvdTCsG2QQwhEcs7Szi9539ZBp+fsWT3vwUGx43VKY1IY/1c2CqdFyqWYMTmOzhIek2DoNqIBDbR8Ko8F5H5U7cBYjCVvqljN4GMT9ckBbPoOh3Nl0Rs0s3JdEXJDwX+dxHacPXWasvh8u5mXQ50T93+pSnQaS6FMvTsaNPDRJYC6gS5BkuNGubSGN7iv5sFzr/5BKYfjeMsOqG5ARGH/f6o5J66bKGvkD/T3SzBswWvXLlPdfc7tDnbsLX02u/Y3UNg6HA/fBYOOX9buPtuvvp5udbzvfd+513M7DzqPOs85e56ATrHy3srvyauXn1YPVfPW31d8r6Y2VOuabzsK1+sffAg+GZw==</latexit>

2
n tr Covf (Y2, bY1) =

2
n tr Covf (Y2,HY1) =

2⇢�2

n trH11T = 2⇢�2
<latexit sha1_base64="bnSVmx7bdLEew8vXVbyOne413ds=">AAAOy3icpZfdbts2FMed7qvz1qzdLnaxG3aFgW5wDclNltwEaPPRtUBTZG3aJI3cgJIomwglaiSV2NF0uQfa4+xtdijJoUx5XbcpCHx0fv9zSB5SIuWnjErlOH+u3Pjo408+/ezm590vvry1+tXtO1+/kTwTAXkdcMbFsY8lYTQhrxVVjBynguDYZ+TIP9/R/OiCCEl5cqhmKRnFeJzQiAZYgevs9h+eigQO8mGRJwXylEDeDr/wEs5oTJU8i+6fnA37yLukIZlglZ8UZ+4PaAt9YJgf508LdLIYgzwx4ciTdBzjd40MlVj/uPOfd4cQN1zQn92+5wyc8kJtw62Ne536Oji7c+uGF/Igi0miAoalPHWdVI1yLBQNGCm6XiZJioNzPCa578eWA+57DccpmAmOiRzlZfUL1ANPiCIu4D9RqPQupMCxlLPYB2WM1UTaTDuXsdNMRZujnCZppkgSVA1FGUOKIz2VKKSCBIrNwMCBoDAaFEwwlFjBhHc9QRJyGfA4xknoRTimbBaSCGdM5Z6MarPoLnQnS8eCkPPFEuieCRnJtldxziw3idMJ+XWxZnk61aWRVmNYCDyDaNPNH3MPFqvysShyT2SMnD5wyXSUO4P1VBX5cLBOpoUdMeHiqhGhNaNaWgda7U6riet6UAN4bMo7PZlukT893H9e5Lub7vZPTlswnAvcvc3NvfW24OFc8OTJjutstAVrc4HjrO2uOYsdOw3iUS6jcj00x5h7e0IPr5yHONc3FidNTtoci3FMk1rC02tp7V8mx9PlcvDbckgBT/0VaQdck1YInv5dyJzYIUq0xeCzZW6t8iN4fVjsmWHPbOYY5tjs5Zz5+Uub7Rm2Z7M3eEmftdMWwruzLdROLWw+x7l3YNo7sNPQJASaEpF6d8s/bVqaQ7NQDu34x6YGj222bdi2zXYN27WZ/9zA5zbcN2zfZkeGHdns2LBjm50YdmKzt4a9tdmlYZc2mxo2tdnMsJnNrgy7slk4NTMR2jB4UcMAs/xFq6aYpRMMCtgjvcq2FT5Rc0Fp2pykkjKe1JILLOYOWxhntQYMm5U7co0r21YcTkw/KttW7BJ2rahsW/Gq0cqrpa2EjRzh0hyq0Q+1tB9jHF+3Utnwcl7YNhQ9v6r2Om0x6gssZnnKJdVHKZqM+3KCUyL7IbzvRXm+kn0fgseCZ0lo7ZPpOEoZV5bX1xt4uSkDhzwMJobhGRG5SVS0IRw+SBNCF0sgG2H9GNOk31AihHo9JHlMEA7DchCYoSquPM6EJObd1oBhRQZ9BacE2W+OHTZzfinb9cGZ4rCQcVPcVpX52u5GJQcpPA0xF+lEJ0A9lHAqZ6gqeSswokqPr7p6CG4VhNVqfYAKOBchTbBaEtycMwgOBb7UwbBukEEIR3DM0s4uet/VQ6bk71s87cFDZ8PrksKkNvypLhZMjZZLNWNwGpslPCTF1mlABRxq+9AxGpz3UbkDZzGSsKVuOYONIO6XA9ryGQzl7qYzambhviTigoT/Oo/rOH2oMmP1/XAxL4M6J+r/9i7VaSCJPvXiZNzIQ5ME5gKqBEmG6+2+LaTRdSUflmvtH1IpDN9ZZlh1ATIC4+9b1TFp3VRZI3+ov0eaeQNGq3qZ7v3X3O5Q5+7CV5NrfyO1jTfDgftwsP7L2r1H2/X3083Od53vO/c7bmej86jztHPQed0JVr5d2Vp5svLz6v6qXL1a/a2S3lipY77pLFyrv/8FcxCCYg==</latexit>

⌃ij = ⇢�2, i 6= j
<latexit sha1_base64="mM1hCxvO4I8eaeToDW9WJ6q47hY=">AAAORHicpZfdbts2FMfV7Kvz5q3dLnfDrjAwFJohucmamwBtmhQt0BRZmzZpIy+gJMpmQ4kqSSV2BL/Dnma329XeYe+wu2G3ww5lOZQpr/tSEODo/P7n6PCQMqkwZ1Qqz/vlyto77773/gdXP+x89HH3k0+vXf/sheSFiMjziDMujkIsCaMZea6oYuQoFwSnISOH4el9zQ/PiJCUZwdqmpNhikcZTWiEFbhOrt0Kwmd0lOKTkr6eoS0UiDEPpPZ8N3CDNwWOEUVBRt6g1yfXbnp9r7pQ2/Br46ZTX/sn17trQcyjIiWZihiW8tj3cjUssVA0YmTWCQpJchyd4hEpwzC1HHDfaziOwcxwSuSwrIY9Qz3wxCjhAv4zhSrvUgqcSjlNQ1CmWI2lzbRzFTsuVLI5LGmWF4pk0fxBScGQ4kj3EMVUkEixKRg4EhRGg6IxFjhS0OlOIEhGziOepjiLgwSnlE1jkuCCqTKQSW3OOkvlFPlIEHK63AJdmZCJbHsV58xykzQfkzfLPSvziW6NtB6GhcBTiDZl3ioDWCUqxGJWBqJg5Phrn0yGpdffyNWsHPQ3yGRmR4y5uGhEaM2wltaB1nMn84nrBNADWK/VnZ5Mf1Y+PNh7PCt3Nv3tb7y2YLAQ+Lubm7sbbcHtheDBg/u+d6ctWF8IPG99Z91bLuw4SoelTKr10BxjGewKPbxqHtJS31icNDlpcyxGKc1qCc8vpbV/lRxPVsvBb8shBU3pBWkHXJJWCJ78VciC2CFKtMXgs2V+rQqT0rfZI8Me2cwzzLPZ0wULy6c22zVs12Yv8IqatdMW3udnbaF2amHzPS6DffO8fTsNzWKgORF5cKP606alOTAL5cCOv2d6cM9m24Zt22zHsB2bhY8NfGzDPcP2bHZo2KHNjgw7stlLw17a7JVhr2x2bti5zSaGTWw2NWxqswvDLmwWT8xMxDaMntQwwqx80uopZvkYgyJM4WWtbFsRErUQVKbNSS4p41ktOcNi4bCFaVFrwLBZtUHXeG7bioOxqWNu24odwi4Vc9tWPGs85dnKp8SNHPHKHKpRh1pZxwinl0+Z2/DjvLRtKHp6Md/rtMVoKLCYljmXVJ9haDZy5RjnRLox/N6L6mAj3RCCR4IXWWztk/koyRlXljfUG3i1KQOHPAwmhuEpEaVJNGtDOHyQJoQSKyAbYW6KaeY2lAihXg9JnhKE47gaBGZoHlcdZ2KS8k5rwLAiI1fBKUG6zbHDZs7PZbs/uFAcFjJuituqKl/b3ehkP4e3IeUiH+sEqIcyTuUUzVveCkyo0uObXz0EtwrCarU+QEWci5hmWK0Ibs4ZBMcCn+tgWDfIIIQTOGZpZwe97eoh0/K3LZ724KHY+LKlMKkNf66bBVOj5VJNGZzGphmPyWzrOKICDrUuFEajUxdVO3CRIglb6pbXvxOlbjWgrZDBUG5sesNmFh5KIs5I/K/z+J7nQpcZq+8Hy3kZ9DlT/7e6XKeBJPrUi7NRIw/NMpgL6BIkGWy0a1tKo/tK/lmu9b9JpTB84Jhh1Q0oCIzftbpj0vq5skZ+W3+PNPNGjM77Zcr7r7n9gc7dga8m3/5GahsvBn3/dn/j2/Wbd7fr76erzhfOl85Xju/cce46D51957kTOd87Pzg/Oj91f+7+2v2t+/tcunaljvncWbq6f/wJ8WBWeA==</latexit>

⌃ii = �2
<latexit sha1_base64="NWGi9ZpBeuvF+Nlxo2OpKKE4z24=">AAAOMXicpZfPb9s2FMfV7lfnzVu7HXbYhV1hYBg8Q3KTNZcAbZoULdAWWZs2aSMvoCTKJkKKGkkldgT/Nbtup/01vQ277p/YoyyHMuV1vxQEeHqf73t6fKRMKsoZVdr331y5+s67773/wbUPOx993P3k0+s3PnupRCFj8iIWTMijCCvCaEZeaKoZOcolwTxi5DA6vW/44RmRiorsQM9yMuJ4nNGUxliD6+T6F2H0nI45PikpnaNtFCpz98Pw5Potf+BXF2obQW3c8upr/+RG92qYiLjgJNMxw0odB36uRyWWmsaMzDthoUiO41M8JmUUcccB972G4xjMDHOiRmU1xjnqgSdBqZDwn2lUeVdSYK7UjEeg5FhPlMuMcx07LnS6NSpplheaZPHiQWnBkBbINAwlVJJYsxkYOJYURoPiCZY41tDWTihJRs5jwTnOkjDFnLJZQlJcMF2GKq3NeWelnCIfS0JOV1tgKpMqVW2vFoI5bsLzCflxtWdlPjWtUc7DsJR4BtG2zG/KEJaEjrCcl6EsGDn+NiDTUekPNnM9L4eDTTKduxETIS8aEUYzqqV1oPPc6WLiOiH0ABZndWcmM5iXDw+ePJ6Xu1vBznd+WzBcCoK9ra29zbbg9lLw4MH9wL/TFmwsBb6/sbvhrxZ2HPNRqdJqPTTHWIZ70gyvmgdemhuHkyYnbY7lmNOsloj8Ulr718nxdL0c/K4cUlBOL0g74JK0QvD0r0KWxA3Rsi0GnysLalWUloHLHln2yGW+Zb7Lni1ZVD5z2Z5ley57idfUbJyu8L44awuN0wib73EZ7tvn7btpaJYAzYnMw5vVnzEdzYFdKAdu/D3bg3su27Fsx2W7lu26LHps4WMXPrHsicsOLTt02ZFlRy57Zdkrl7227LXLzi07d9nUsqnLZpbNXHZh2YXLkqmdicSF8dMaxpiVT1s9xSyfYFBEHF7WynYVEdFLQWW6nOSKMpHVkjMslw5XyItaA4bLqh25xgvbVRxMbB0L21XsEnapWNiu4nnjKc/XPiVp5EjW5tCNOvTaOsaYXz5lYcOP88q2oenpxWKvMxajkcRyVuZCUXNgodm4ryY4J6qfwO+9rE4xqh9B8FiKIkucfTIfpzkT2vFGZgOvNmXgkIfBxDA8I7K0ieZtCIcP0oRQYgVUI6zPMc36DSVCqNdDSnCCcJJUg8AMLeKq40xCuOi0BgwrMu5rOCWofnPssJmLc9XuDy60gIWMm+K2qsrXdjc6OcjhbeBC5hOTAPVQJqiaoUXLW4Ep1WZ8i6uH4FZDWK02B6hYCJnQDOs1wc05g+BE4nMTDOsGWYRwCscs4+ygt109ZFv+tsXTHjwUm1y2FCa14c9Ns2BqjFzpGYPT2CwTCZlvH8dUwqG2D4XR+LSPqh244EjBlrrtD+7EvF8NaDtiMJSbW/6omUVEisgzkvzrPIHv96HLjNX3w9W8DPqc6f9bXW7SQBJz6sXZuJGHZhnMBXQJkgw327WtpDF9Jf8s18bfpNIYvmbssOoGFATG33e6Y9MGuXZGftt8jzTzxowu+mXL+6+5g6HJ3YGvpsD9RmobL4eD4PZg8/uNW3d36u+na96X3lfe117g3fHueg+9fe+FF3tz7yfvZ++X7q/dN93fur8vpFev1DGfeytX948/Ae8xTw4=</latexit>
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One draw as an example
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Simulated MSE
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MSE

D
en

si
ty

Training error
Test set error
Out−of−sample (true) errorMean training error: 0.40

Mean test set error: 0.61
Mean true error: 1.61 (also, long tail!)

(Theoretical:)
Irreducible error: 1
Estimator variance: 0.61
Expected bias: 0 (OLS is unbiased)
Expected training optimism: 1.21
Expected test set optimism: 1
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Quick Examples
• “Twitter mood predicts the stock market” 

(Bollen et al., 2011) trains on future values, 
tests on past values: that is “time-traveling”! 
(“No limits to garbatrage,” Buy the Hype 
blog, August 29, 2013)

• A colleague of mine trained a model to 
recognize birds on his windowsill in webcam 
images, splitting frames randomly…

• Park (2012) has a great example of 
overfitting to the test set in Kaggle. Having a 
“private leaderboard” helps catch overfitting 
in Kaggle
– I agree with Wagstaff (2012) that in research, it’s 

probably not worth having a test set we only 
use once (do we give up if performance is 
bad?). But we should temper our claims, and do 
out-of-sample testing

Greg Park (2012): 
Repeated tries improved 
“visible test” ranking

But “hidden test” (true) 
ranking went down!
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Lessons: Split by dependencies
• ML needs to contend with dependencies, because the iid

assumption matters for estimates of model performance
– Even statistical relational learning doesn’t discuss

• Maybe we can’t make a better model, but dependencies are a 
form of leakage between training and test sets
– We can use the framework of “optimism” to understand and quantify 

this (meta-meta-prediction is useful; Rescher, 1998)
– Test set re-use (Dwork et al., 2014) falls within this as well
– Ideally, no dependencies between training and test sets
– Unfortunately, the mean function and covariance function are jointly 

unidentifiable nonparametrically (Opsomer et al., 2001), so we will 
have to rely on theory and limited explorations (e.g., ACF, PACF)
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How are metrics distributed? (Preliminary 
explorations)
• Under this specification and DGP, the test error has a 

“generalized non-central chi-squared” distribution
• But even in the iid case, we know frighteningly little about 

distributions (in that I found no work other than around 
accuracy, which is binomial and gives McNemar’s test) and 
the variability they might suggest
– We should consider both asymptotics and convergence

• A quick simulation of a logistic fit of and 
at n = 10,000 (large sample size) gives 

reasons for worry

<latexit sha1_base64="DlAuLRYBOwsLWzbjqbV0x+3t0Xw=">AAACMHicbVDLSgNBEJz1bXxFvellMAgKEnYlqBdB9OJJFIwJmBBmxk4cMrO7zPQGw7Lg13hV/Bo9iVd/QmdjDkatU9FVTVcXj5W06Puv3tj4xOTU9MxsYW5+YXGpuLxyZaPECKiKSEWmzpkFJUOookQF9dgA01xBjXdPcr3WA2NlFF5iP4amZp1QtqVg6Eat4lq9JWnDSk0bmuGtYCo9y7b8HRpst4olv+wPQP+SYEhKZIjzVvGzcROJREOIQjFrrwM/xmbKXRwwWaFhAb/5IHYaRkYzRRHuMEt55/CnA0HHiiGkIevJziArtX3NI2Wz1BkTCzETXdaBlGmbKxndzB+wv7V8+J92nWD7oJnKME4QQuEsTmsnLk9E86LojTQgUPUdYcJIlIKKW2aYQFdnYeQM1zuUc525xoLf/fwlV7vlYK9cuaiUjo6H3c2QdbJBtkhA9skROSXnpEoEuScP5JE8ec/ei/fmvX9bx7zhzioZgffxBf1rqdI=</latexit>

Xi ⇠ N (0, 1)
<latexit sha1_base64="M2BYoyfQmAcyyEqlRngfsp6PUfY=">AAACP3icbVDNShxBGOzRGHWjyapHL02WwC7IMhNEvQhiLh4Vsv7gLkN3++3Y2D9D9zfiMswz+DReE/IYPoG3kKsn7dndQ/ypU/FVNVVdPFfSYxzfRzOzH+Y+zi8sNj4tLX/+0lxZPfa2cAJ6wirrTjnzoKSBHkpUcJo7YJorOOFXP2r95Bqcl9b8xFEOA80yI4dSMAyntNk5SyXte6lpH+EGy31pqvaEKpuFfCmq9k0qO5202Yq78Rj0LUmmpEWmOEybT/0LKwoNBoVi3p8ncY6Dkod24KpG3wNO+PgXpbFOM0Xr6Krk2e7/DgSdK4ZQGnYts3F16keaW+WrMhgLDzkTVyyDkmlfKxX9phle+tdafXxPOy9wuDMopckLBCOCJWjDIvSxtN6NXkgHAtUoECacDLtQcckcExjWbbyI4XqDcq6rsFjyep+35Ph7N9nqbh5ttvb2p9stkHXylbRJQrbJHjkgh6RHBLkld+QX+R39iR6iv9G/iXUmmr5ZIy8QPT4D6fuxeg==</latexit>

Yi ⇠ Bin(logistic(xi ))
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Predicted positive Predicted negative

Actual positive

Actual negative

Distributions of counts? n = 104

(nsim = 50,000). Looks okay
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Distributions of precision/recall? n = 104

(nsim = 50,000). Looks weird…
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Distributions of AUC/F1? n = 104

(nsim = 50,000). Also weird
• 95% empirical confidence (tolerance) 

interval for AUC is [.731, .734], probably 
okay. (For n = 101, it is [.64, .83])
– Other metrics? Small sample size? Power!! 

• Also… are precision, recall, and F1
mixtures??
– I only found scattered, preliminary work 

(Lieli & Hsu, 2017; Delmer et al., 2017; 
Zhang et al., 2012), but the distribution of 
estimators is stats theory 101!

– (The problem persists for various seeds. 
Maybe I made a mistake?)

• Conclusion: even for large sample size, a 
simple DGP, and a “true” model, the 
distribution of common metrics is not so 
simple
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What do do? Quick notes
• But: do not use k-fold cross validation for assessing model 

performance!
• Wager (2020) has a great exploration that shows that CV has very 

different properties for model selection, versus model evaluation. 
k-fold CV consistently selects the best model, but is asymptotically 
uninformative about out-of-sample performance

• For model evaluation, use a totally held-out test set (contra 
Raschka, 2020)

• To get standard errors/confidence intervals, for now, we can 
always bootstrap on the test set
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Fixes: We should study asymptotic 
distributions of metrics, and use them! 
• Can somebody please find the distributions of ML model success 

metrics? (I started to try, via joint distribution of TP, FP, FN, TN as a 
multidimensional [3+1 dimensions] binomial, and then taking ratios of 
marginals, but it’s a lot of algebra)

• With distributions, we could find asymptotic confidence intervals, and 
conduct significance testing of model results
– Yes, p-values and hypothesis testing have done enormous damage, but ignoring 

variance might be worse
– Also, start doing power calculations in ML

• Maybe, when studying asymptotic distributions, we’ll find sufficient 
statistics for model success (like the parameters of a multivariate 
binomial) and good estimators thereof
– We usually avoid ratio statistics, because they can have a Cauchy distribution
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Cultural issues
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Narrow technical training
• Phil Agre (1997): 
– “My college did not require me to take many humanities courses, or 

learn to write in a professional register, and so I arrived in graduate 
school at MIT with little genuine knowledge beyond math and 
computers. This realization hit me with great force halfway through my 
first year of graduate school...

– “I was unable to turn to other, nontechnical fields for inspiration… The 
problem was not exactly that I could not understand the vocabulary, 
but that I insisted on trying to read everything as a narration of the 
workings of a mechanism.”

• Study design and measurement still partially fall under “technical” 
knowledge; the problem is far more profound
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“Paradigms of inquiry”: Unknown in ML 
(even stats), but basic in social science
Issue Positivism Post-positivism Critical theory et al. Constructivism Participatory

Ontology Naïve realism: 
Reality independent 
of and prior to 
human conception 
of it, apprehensible

Critical realism: Reality 
independent of and prior 
to human conception, 
but imperfectly and 
approx. apprehensible

Disenchantment 
theory: reality is 
secret/hidden, shaped 
by power structures 
and solidified over time

Relativism: 
multiple realities, 
constructed in 
history through 
social processes

Participative: multiple 
realities, co-constructed 
through interactions between 
specific people and 
environments

Epistemology Reality knowable. 
Findings are 
singular, neutral, 
perspective-
independent, 
atemporal, 
universally true

Findings provisionally 
true; multiple 
descriptions can be valid 
but are probably 
equivalent; findings can 
be affected/distorted by 
social + cultural factors

How we come to know 
something, or who 
knows it, matters for 
how meaningful it is

Relativistic: no 
neutral 
perspective to 
adjudicate 
competing claims

We come to know things, 
create new understandings, & 
transform world by involving 
other people in process of 
inquiry

Methodology Hypotheses can be 
verified as true. 
Quant methods, 
math.

Falsification of 
hypotheses; primacy of 
quant, but some qual and 
mixed methods

Dialogic (conversation 
+ debate) or dialectical 
(thesis1→ antithesis1→
synthesis2 := thesis2…)

Dialetical, or 
exegetical 
(reading between 
the lines”)

Collaborative, action-focused; 
flattening hierarchies; 
engaging in self- and 
collective reflection, action

Axiology Quant knowledge-
holders have access 
to truth, and 
responsibility from it

Quant knowledge 
valuable but can be 
distorted; qual can help 
find and correct

Marginalization
provides unique 
insights, knowledge of 
marginalized valuable

Understanding 
construction is 
valuable; value 
relative to given 
perspective

Reflexivity, co-created 
knowledge, and non- western 
ways of knowing are valuable 
and combat erasure and 
dehumanization

Malik & Malik (2021), via Guba and Lincoln (2005)
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“Ways of understanding a person”: The 
quant view is strange and unnatural! 

As a case (quant) In narrative (qual)
Context/circumstance Stripped away Key
Mental states Absent (for the most part) Crucial; constitutive
Relevant features Determined in advance Emergent
Orientation to time Atemporal Chronological
Ordering of features Unimportant Meaningful
Other actors Invisible Often present
Causal logic Mathematical Theoretical
Boost predictive validity Add cases Know person better
Slide from Barbara Kiviat (work in progress), based on “Bowker and Star 2000; Bruner 1986; Desrosières 1998; Espeland 1998; Espeland and Stevens 
1998, 2008; Fourcade and Healy 2017; Hacking 1990; Porter 1994, 1995; Ricouer 1998; White 1980, 1984”. I would add: Abbott, 1988
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Why this matters: it’s why we expect
generalization
• We expect that models are picking up on signal, not noise
– Statistics makes the assumption that we can treat the world as made 

up of entities that are distinct but are realizations of an underlying 
process. Machine learning shares this assumption, even if it is not 
explicit about it (e.g., theory about convergence to the “oracle 
predictor” rather than about convergence to a “true” parameter)

• If we define the “signal” as what is invariant, then failures of 
generalizability means we’ve failed to find the underlying 
regularity

• But is there really aggregate regularity? Or only narrative, if any?
– E.g., Twitter and elections (Gayo-Avello, 2012)
– Note: one explanation for stats working is that it imposes regularity
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“What are we even doing?”
• “If science isn’t ‘true’, then what are we even doing? We 

might as well be doing English literature, or art criticism!”
– Intellectual supremacy is probably a bad reason for doing 

science
• At least for the social world, I am skeptical of attempts to 

find underlying regularity in the [social] world as cases; both 
because only trivial things can have universal aggregate 
regularity, and because attempts to find social regularity can 
end up imposing it
– But neither can I imagine our civilization without the use of 

summary statistics for management, planning, and allocation…
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Lessons from other fields
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Proximate causes? Concerns?
• Attention in 2011/2012 in both 

psychology and biomedicine, rapidly led 
to major policy initiatives

• What caused? In psych: one researcher 
admitting to a decade of (deliberate) 
fraud that went undiscovered + the “ESP” 
study + decades of concern → “soul 
searching”

• Psychologists and collaborators thought 
the crisis/problems were worse there: 
stat ignorance (“methodolatry”)? Objects 
of study more variable? Bad incentives? 

• But discourse in biomedicine was very 
similar: clustering doesn’t separate fields 
(Nelson, Chung, Ichikawa, & Malik, 2022)
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Take-aways
• Machine learning is not 

necessarily special in having a 
crisis, or worse than other fields

• In other fields, dramatic failures 
(rather than long-standing 
concerns) precipitated an 
experience of “crisis”

• Machine learning had a dramatic 
failure in Google Flu Trends, which 
Lazer (2014) called “big data’s 
‘Dewey Defeats Truman’ moment”
– But that didn’t prompt much reform
– Epic Sepsis model? Also not much
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What can we expect? What should we 
want? 
• We probably won’t get large-scale reform attempts until we enter a crisis. 

Crisis requires dramatic failure and attention
– If we really want reform, maybe we should want a crisis, and try to precipitate one…

• Hype about claimed success are probably enough to prevent get around 
high-profile failures for some time
– Consequences of a crisis? Maybe loss of legitimacy and funding (another “AI 

winter”): but also, if hype is sufficient there is a niche for “reformers” (Nelson, 2018) 
who preserve legitimacy and funding

• The fundamental sources of the problem: yes, methods and incentives, 
both of which we can and should improve

• A different solution: I don’t think replication should be the measure of 
science, such that failures of replication shouldn’t be that big a deal (but 
only if we give up on claims to universality and generalizability)
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Summary and conclusion
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Contextual issues
• Maybe irreproducibility is just an artifact of a positivist 

commitment: if we change our understanding of what 
science is, should be, and could be to something far 
humbler, then reproducibility wouldn’t be a problem

• Based on prior fields, and on current hype, we shouldn’t 
expect reform without a crisis and we shouldn’t expect a 
crisis anytime soon, for better or worse

• But crisis aside, there are still methodological steps we can 
and should take. These will hopefully at fix any problems for 
ML applications to physical sciences and some engineering
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Methodological issues
ML models will only generalize insofar as the data are representative

Selection on the dependent variable is not something we can do in application

If the underlying measurements are not consistent, the model can also fail to generalize

Point estimates of model metrics don’t give possible variability even with the same population

Dependencies cause a form of leakage

Unless models give unbiased estimates of partial correlation, causal shifts will make them invalid
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Suggested fixes
Gather representative data and/or make more limited claims

Include weak signal observations, rather than filter them out

Use a measurement model (for the response), or at least consider validity and reliability

Get confidence intervals around all measures of model success, and study asymptotics

Split data by dependencies (temporal block CV, leave-one-subject-out CV, network CV, etc.)

Change language to temper expectations, and sometimes, pursue causality
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Appendix: Simulation code
for (i in 1:nsim) {

y <- rbinom(n = n, size = 1, prob = logistic(x))

glm1 <- glm(y ~ x, family = "binomial")
results$accuracy[i] <- mean(y==(predict.glm(glm1, type = "response")>.5))

results$ppv[i] <- ppv(y, predict.glm(glm1, type = "response")) # Precision

results$tp[i] <- sum(y==1 & (predict.glm(glm1, type = "response")>=.5))
results$tn[i] <- sum(y==0 & (predict.glm(glm1, type = "response")<.5))

results$fp[i] <- sum(y==0 & (predict.glm(glm1, type = "response")>=.5))

results$fn[i] <- sum(y==1 & (predict.glm(glm1, type = "response")<.5))
results$tpr[i] <- tpr(y, predict.glm(glm1, type = "response")) # Recall

results$tnr[i] <- tnr(y, predict.glm(glm1, type = "response")) # Specificity
results$auc[i] <- auc(y, predict.glm(glm1, type = "response"))

results$f1score[i] <- f1Score(y, predict.glm(glm1, type = "response"))

if (i%%1000==0) {print(i)}
}

library(ModelMetrics)

# Rename for convenience
logistic <- function(x) plogis(x)

logit <- function(p) qlogis(p)

set.seed(20220728)

nsim <- 50000

results <- data.frame(accuracy = rep(NA, nsim),
ppv = rep(NA, nsim),

tp = rep(NA, nsim),
tn = rep(NA, nsim),

fp = rep(NA, nsim),

fn = rep(NA, nsim),
tpr = rep(NA, nsim),

tnr = rep(NA, nsim),

auc = rep(NA, nsim),
f1score = rep(NA, nsim))

# Either run with 97 or 101 (small sample size: 

# these are prime number close to 100, so 
# that accuracy and other fractions divided by 

# a prime denominator), or 10k (large sample 

# size)

# n <- 97
# n <- 101

n <- 10000

# Draw X once ("fixed X" setting), then draw a new Y 

# each simulation run, y ~ bernoulli(logistic(x))

x <- rnorm(n = n, mean = 0, sd = 1)
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