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em > Existential threats, or myths?
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Introduction

Language:
‘Prediction’ is
retrospective

Definitions:
‘Prediction’ is
correlation

Validity:
Correlations
can overfit

Paradox:
‘Truth’ may
not predict

Summary

References WHAT WILL BECOME OF US
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e > Solid general resource

> Read Ch. 7, “Machine Learning: The DL on ML"

Meredith Broussard - (TWO miStakeS,' see
https://mominmalik.com/broussard)

> If you have time, read all of Part Il (Ch. 5-9)

Art_ifiCiaJ > Also, a useful story in Ch. 3, “Hello, Al"
Intelligence - “So, it's not real AlI?" he asked.

- "Oh, it'sreal,” | said. "And it's spectacular. But you
know, don't you, that there's no simulated person
inside the machine? Nothing like that exists. It's
computationally impossible.”

— His face fell. “l thought that's what Al meant,” he
said. “l heard about IBM Watson, and the
computer that beat the champion at Go, and self-
driving cars. | thought they invented real Al"

¥ Introduction
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¥ The things everybody needs to know

> Language: ‘Prediction’ (technical term) is not
prediction (colloqguial term); prediction is
prospective, ‘prediction’ is retrospective.

> Definitions: ‘Prediction’ is based on correlations

> Validity: Correlations can overfit, and cross-validation
only partially addresses

> Paradox: The bias-variance tradeoff (a consequence of
the definition) makes it possible for a ‘false’ model to
predict better than a ‘true’ one

‘Prediction’ in machine learning 4 0f 27 Slides: https://MominMalik.com/cfi.pdf
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¥ Language:
‘Prediction’ is
retrospective

» Language: 'Prediction’ is not prediction
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¥ Language:
‘Prediction’ is
retrospective
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claims to predict user's predict your future people'sdataineffortsto  future heart disease for predict how patientswill ~ stroke risk has 'promiseto  best antidepressants for
future behaviour health predict child abuse just £40 react to chemotherapy save lives' individual patients

Social network criticised over
feature that targets users who are
likely to switch to an advertiser’s

New research into bloodstream
‘biomarkers'aims to unlock the full
impact of social status on people’s

Exclusive: Use of algorithms to
identify families for attention
raises stereotyping and privacy

Genomic Risk Score test is cheap
enough to allow population-wide
screening of children, researchers

Researchers say wearable fitness
trackers could also allow doctors to
step in before patients must be sent

at Oxford Uni

develop non-invasive technique to
measure amount of cholesterol in

hope to improve
current trial and error approach by
devising algorithm based on a
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A new type of MRI scan can predict the
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> |f you relied on The Guardian, what sort of picture

might you get?
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¥ Predict... the future?

OE Oxford English Dictionary

The definitive record of the English language

Predicting the Future With Social Media

Sitaram Asur Bernardo A. Huberman
Social Computing Lab Social Computing Lab
HP Labs HP Labs
Palo Alto, California Palo Alto, California
Email: sitaram.asur@hp.com Email: bernardo.huberman@hp.com

¥ Language:
‘Prediction’ is
retrospective

predict, v.

Pronunciation: Brit. /pri'dikt/, U.S. /pri'dik(t)/, /pra'dik(t)/
Forms: 15-16 praedict, 16— predict.

Frequency (in current use): *+¢oee®

Mar 2010

Abstract—In recent years, social media has become ubiquitous
and important for social networking and content sharing. And
yet, the content that is generated from these websites remains
largely untapped. In this paper, we demonstrate how social media
content can be used to predict real-world outcomes. In particular,
we use the chatter from Twitter.com to forecast box-office
revenues for movies. We show that a simple model built from

This paper reports on such a study. Specifically we consider
the task of predicting box-office revenues for movies using
the chatter from Twitter, one of the fastest growing social
networks in the Internet. Twitter !, a micro-blogging network,
has experienced a burst of popularity in recent months leading
to a huge user-base, consisting of several tens of millions of

Predicting the Future — Big Data, Machine Learning,

and Clinical Medicine

Ziad Obermeyer, M.D., and Ezekiel J. Emanuel, M.D., Ph.D.

y now, it’s almost old news:

big data will transform med-
icine. It’s essential to remember,
however, that data by themselves
are useless. To be useful, data
must be analyzed, interpreted, and
acted on. Thus, it is algorithms —

not data sets — that will prove
transformative. We believe, there-
fore, that attention has to shift to
new statistical tools from the
field of machine learning that
will be critical for anyone practic-
ing medicine in the 21st century.

First, it’s important to under-
stand what machine learning is
not. Most computer-based algo-
rithms in medicine are “expert
systems” — rule sets encoding
knowledge on a given topic, which
are applied to draw conclusions

Origin: A borrowing from Latin. Etymon: Latin praedict-.
Etymology: < ipic to give warning of, to foretell, prophesy, to appoint
beforehand, to prescribe, recommend, to advise < prae- ri- prefix + dicere to say, tell (see picrum n.). Compare Middle French, French prédire (c1170 in
0Old French in sense ‘to ordain’, c1430 in sense ‘to foretell’). Compare earlier rrevicTED adj.

1 Latin praedict-, past pa

stem of praedicere to say

1. transitive.

a. To state or estimate, esp. on the basis of knowledge or reasoning, that (an action, event, etc.)
will happen i will be a consequence of something; to forecast, foretell, prophesy.

fromhdimema “the future” is already in
the definition!

b. Of a theory, observation, scientific law, etc.: to have as a deducible or inferable consequence;
to imply.

1590—2003

1886—2002

2. intransitive. To make a prediction or predictions; to prophesy.

1652—2005

1216 N ENGLJ MED 375,13 NEJM.ORG SEPTEMBER 29, 2016

OXFORD  copyright ©2018 Oxford University Press . All rights reserved.

UNIVERSITY PRESS

The New England Journal of Medicine
Downloaded from nejm.org at Harvard Library on November 8, 2018. For personal use only. No other uses without permission.
Copyright © 2016 Massachusetts Medical Society. Al rights reserved.
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> e 4o . o g
M > 'Prediction’ is not prediction!

“It's not prediction at all! |
> onesese “I Wanted to Predict Elections with Twitter have not fou nd a S| ngle
retrospective and all I got was this Lousy Paper” . 4y
paper predicting a future
A Balanced Surver}l:\;iiltge[c)gto; Prediction using resu |t A” Of them Cla | m
R that a prediction could
" errGagayo have been made; i.e. they

Department of Computer Science - University of Oviedo (Spain)

Moy 1, 201 are post-hoc analysis and,
needless to say, negative

Predicting X from Tuwitter is a popular fad within the Twitter research
; elati i M 14
subculture. It seems both appealing and relatively easy. Among such kind
of studies, electoral prediction is maybe the most attractive, and at this re S u S a re ra re O I n .
moment there is a growing body of literature on such a topic.
This is not only an interesting research problem but, above all, it is
extremely difficult. However, most of the authors seem to be more inter-

ested in claiming positive results than in providing sound and reproducible
methods.
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¥ Language:
‘Prediction’ is
retrospective

ARTIFICIAL INTELLIGENCE MEETS NATURAL STUPIDITY
Drew McDermott
MIT Al Lab Cambridge, Mass 02139

As a field, artificial intelligence has always been on the border
of respectability, and therefore on the border of crackpottery.
Many critics <Dreyfus, 1972>, <Lighthill, 1973> have urged that we
are over the border. We have been very defensive toward this
charge, drawing ourselves up with dignity when it is made and
folding the cloak of Science about us. On the other hand, in private,

“"Wishful mnemonics” of Al

Compare the mnemonics in Planner. <Hawitt,1972> with those in
Conniver <Sugsman and McDermott, 1972>:

Planner Conniyer

GOAL FETCH & TRY-NEXT
CONSEQUENT 1F-NEEDED
ANTECEDENT 1F-AQDED

THEOREM METHOD

ASSERT ADD

It is so much barder to write programs using the terms on the right!
When you say (GOAL .. .), you can just feel the enormous power at
your fingertips. It is, oi course, an illusion.

we have been justifiably proud of our
ideas, because pursuing them is the on

Unfortunately, the necessity for s
the culture of the hacker in computer
to cripple our self-discipline. In a youn
necessarily a virtue, but we are not getting any younger. In the
past few years, our tolerance of sloppy thinking has ‘led us to
repeat many mistakes over and over. If we are to retain any
credibility, this should stop. '

This paper is an effort to ridicule some of these mistakes.
Almost everyone | know should find himself the target at some
point or other; if you don’t, you are encouraged to write up your
own favorite fault. The three described here 1 suffer from myself.
1 hope self-ridicale will be a complete cathar5|s, but I doubt it. Bad

el B thauoh, if we can’t

le.

Wishful Mnemonicg | o o

Wishful Mnemonics

A major source of simple-mindedness in Al programs is the use
of mnemonics like "UNDERSTAND" or "GOAL" to refer to programs
and data structures. This practice has been inherited from more

Page 4

‘Prediction’ in machine learning

When you say (GOAL .. .), you can just feel the enormous power at

your fingertips. It is, of course, an illusion.

had been called ASSOCIATE? As it is, the programmer has no debts
to pay to the system. He can build whatever he likes. There are
some minor faults; "property lists" are a little risky; but by now the
term is sanitized.

Resolution theorists have been pretty good about wishful
mnemonics. They thrive on hitherto meaningless words like
RESOLVE and PARAMODULATE, which can only have their humble,
technical meaning. There are actually quite few pretensions in the
resolution literature. <Robinson, 1965> Unfortunately, at the top of
their intellectual edifice stand the word "deduction”. This is very
wishful, but not entirely their fault. The logicians who first misused
the term (e.g., in the "deduction" theorem) didn’t have our problems;
pure resolution theorists don’t either. Unfortunately, too many Al
researchers took them at their word and assumed that deduction,
like payroll processing, had been tamed.

Of course, as in many such cases, the only consequence in the
long run was that "deduction" changed in meaning, to become
something narrow, technical, and not a little sordid.

SIGART Nowsletter No. 57 April 1976
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» Proposal: More precise language

> Predictthetikelthood: Calculate the likelihood

> Predictthe risk predictthe probability:
Estimate the risk, estimate the probability

> Prediction, predicted: Fitted value, fitted

> Wepredict: We detect, we classify, we model

> Xpredicts¥: X is correlated with Y
> X-predictsY—ceterisparbus (partial correlation):

X is associated with Y

‘Prediction’ in machine learning 10 of 27 Slides: https://MominMalik.com/cfi.pdf




» Proposal: Use alternatives

> Retrodiction
> Backtesting (retrodiction for testing)
> Hindcasting (backtesting for forecasting)

> In-sample vs. > Out of-sample
> Interpolation vs. > Extrapolation
> Diagnosis vs. > Prognosis

> Retrospective vs. > Prospective

‘Prediction’ in machine learning 11 of 27 Slides: https://MominMalik.com/cfi.pdf
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¥ (Language not enough: mechanics matter)

Pseudo-Mathematics and Financial
Charlatanism: The Effects of
Backtest Overfitting on Ninca of -oredict” has not

Out-of-Sample Performance niesion omiiing

overfitting)
David H. Bailey, Jonathan M. Borwein,

Marcos Lopez de Prado, and Qiji Jim Zhu

Another thing I must point out is that you cannot “training set” in the machine-learning literature).
prove a vague theory wrong. [...] Also, if the process The OOS performance is simulated over a sample
of computing the consequences is indefinite, then not used in the design of the strategy (a.k.a. “testing
with a little skill any experimental result can be set”). Abacktestis realisticwhen the IS performance

made ta lnok like the exnected concenmencec
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¥ Definitions: 'Prediction’ is correlation, not

causation

‘Prediction’ in machine learning
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¥ Definitions:
‘Prediction’ is
correlation

¥ Prediction is correlation

> Prediction = "Fitted

value” minimizing loss

> LQy, f(x)) = (y - f(x))?

> Spurious (non-
causal) correlations
can fit really well!

But such fits fall apart

if the context changes

(Google Flu Trends)

‘Prediction’ in machine learning

ION/ISTOCKPHOTO.COM
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BIG DATA

The Parable of Google Flu:
Traps in Big Data Analysis

David Lazer,"?* Ryan Kennedy,"** Gary King,’ Alessandro Vespignani®®*

Trends (GFT) made headlines

but not for a reason that Google
executives or the creators of the flu
tracking system would have hoped.
Nature reported that GFT was pre-
dicting more than double the pro-
portion of doctor visits for influ-
enza-like illness (ILI) than the Cen-
ters for Disease Control and Preven-
tion (CDC), which bases its esti-
mates on surveillance reports from
laboratories across the United States
(1,2). This happened despite the fact
that GFT was built to predict CDC
reports. Given that GFT is often held
up as an exemplary use of big data
(3, 4), what lessons can we draw
from this error?

The problems we identify are
not limited to GFT. Research on
whether search or social media can
predict x has become common-
place (5-7) and is often put in sharp contrast
with traditional methods and hypotheses.
Although these studies have shown the
value of these data, we are far from a place
where they can supplant more traditional
methods or theories (8). We explore two
issues that contributed to GFT’s mistakes—
big data hubris and algorithm dynamics—
and offer lessons for moving forward in the
big data age.

In February 2013, Google Flu

Big Data Hubris

“Big data hubris” is the often implicit
assumption that big data are a substitute
for, rather than a supplement to, traditional

ability and dependencies among data (/2).
The core challenge is that most big data that
have received popular attention are not the
output of instruments designed to produce
valid and reliable data amenable for scien-
tific analysis.

The initial version of GFT was a par-
ticularly problematic marriage of big and
small data. Essentially, the methodology
was to find the best matches among 50 mil-
lion search terms to fit 1152 data points
(13). The odds of finding search terms that
match the propensity of the flu but are struc-
turally unrelated, and so do not predict the
future, were quite high. GFT developers,

in fant
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Large errors in flu prediction were largely
avoidable, which offers lessons for the use
of big data.

run ever since, with a few changes
announced in October 2013 (10,
15).

Although not widely reported
until 2013, the new GFT has been
persistently overestimating flu
prevalence for a much longer time.
GFT also missed by a very large
margin in the 2011-2012 flu sea-
son and has missed high for 100 out
of 108 weeks starting with August
2011 (see the graph). These errors
are not randomly distributed. For
example, last week’s errors predict
this week’s errors (temporal auto-
correlation), and the direction and
magnitude of error varies with the
time of year (seasonality). These
patterns mean that GFT overlooks
considerable information that
could be extracted by traditional
statistical methods.

Even after GFT was updated
in 2009, the comparative value of the algo-
rithm as a stand-alone flu monitor is ques-
tionable. A study in 2010 demonstrated that
GFT accuracy was not much better than
a fairly simple projection forward using
already available (typically on a 2-week lag)
CDC data (4). The comparison has become
even worse since that time, with lagged
models significantly outperforming GFT
(see the graph). Even 3-week-old CDC data
do a better job of projecting current flu prev-
alence than GFT [see supplementary mate-
rials (SM)].

Considering the large number of

approaches that provide inference on influ-
(16 10V dnao ¢ fhat
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¥ Definitions:
‘Prediction’ is
correlation

“To explain or to predict?"”

Statistical Scence
2001, Vol 16, N 5, 199-231

Statistical Modeling: The Two Cultures

Leo Breiman

Abstract.
reach conclusions from data. One

There are two cultures in the use of statistical modeling to

assumes that the data are generated

by a given stochastic data model. The other uses algorithmic models and
treats the data mechanism as unknown. The statistical community has
been committed to the almost exclusive use of data models. This commit-
ment has led to irrelevant theory, questionable conclusions, and has kept
statisticians from working on a large range of interesting current prob-
lems. Algorithmic modeling, both in theory and practice, has developed

rapidly in fields outside statistics.

It can be used both on large complex

data sets and as a more accurate and informative alternative to data
modeling on smaller data sets. If our goal as a field is to use data to
solve problems, then we need to move away from exclusive dependence
on data models and adopt a more diverse set of tools

1. INTRODUCTION

Statistics starts with data. Think of the data as
being generated by a black box in which a vector of
input variables x (independent variables) go in one
side, and on the other side the response variables y
come out. Inside the black box, nature functions to
associate the predictor variables with the response
variables, so the picture is like thi

There are two goals in analyzing the data:

Prediction. To be able to predict what the responses
are going to be to future input variables;
Information. To extract some information about
how nature is associating the response variables
to the input variables.

There are two different approaches toward these
goals:

The Data Modeling Culture

The analysis in this culture starts with assuming
a stochastic data model for the inside of the black
box. For example, a common data model is that data
are generated by independent draws from

response variables = f(predictor variables,
random noise, parameters)

Leo Breiman is Professor, Department of Statistics,
University of California, Berkeley, California 94720-
4735 (e-mail: leo@stat.berkeley.edu).

The values of the parameters are estimated from
the data and the model then used for i

'o Expl a‘ln or to Predict?

GalitShnust

™ __ > Under this notion of
prediction,
prediction” becomes
its own task

T plcstion of o o nd e 5k
e e co o o e o xpanry

1 wrmopucTon e o il

m.mmum an“umhﬂmm T

e, Pl
e w«de\mmmm\ i

= ,WW e i m rowonrlog

i tsang s s s, i e k1 POV

and/or prediction. Thus the black box is filled in like
this:

Cox model

Model validation. Yes-no using goodness-of-fit
tests and residual examination.

Estimated culture population. 98% of all statisti-
cians.

The Algorithmic Modeling Culture

The analysis in this culture considers the inside of
the box complex and unknown. Their approach is to
find a function f(x)—an algorithm that operates on
x to predict the responses y. Their black box looks
like this:

k‘ decision trees

neural nets

Model validation. Measured by predictive accuracy.
Estimated culture

- > Thetraditional task is
information, or
explanation

'v-hat" versus “beta-

Jouratof

Machine Learning: An Applied
Econometric Approach

Sendhil Mullainathan and Jann Spicss

cins e ey g “lignt” s ok s
s rans

it <o s et of photos
e o i e o o -t + ancion 09t e e e
eace yof e from pscs . This sty 1 cconomcarics s ques

many in other fields.

In this paper I will argue that the focus in the
statistical community on data models has:

* Led to irrelevant theory and questionable sci-
entific conclusions;

199

‘Prediction’ in machine learning

and lrge datasers
i ook, b b i b e ko
e e thens

Centsl oo eaming

hat” problems
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> Critique 1: Causal
inference (econometrics)  acwemnoes “IER gl 3o dil

the Use of Matching to s«

0 Estimate Causal Effects: hpismsagepub com

can fail ho pE lessl| VY An Empirca Example s and Causal Inference
Estimates to an

o .. . Experimental Benchmark A Dialogue with the Social Sciences
> Definitions: > Crlthue 2, Automated

Prediction’ is Kevin Arceneaux', Alan S. Gerber?, and

methods (from “causal .

Abstract

L]
n In recent years, social scientists have increasingly turned to matching as
r l l I l l V S r I l a method for drawing causal inferences from observational data. Matching
7 compares those who receive a treatment to those with similar background

attributes who do not receive a treatment. Researchers who use matching

frequently tout its ability to reduce bias, particularly when applied to data

. .
sets that contain extensive background information. Drawing on a random-
r l r I S I r I r l S e voter mobization experiment. the authors compare ceimaces gener
/ ated by matching to an experimental benchmark. The enormous sample

size enables the authors to exactly match each treated subject to 40
untreated subjects. Matching greatly exaggerates the effectiveness of pre-

.
election phone calls encouraging voter participation. Moreover, it can pro-
I l | duce nonsensical results: Matching suggests that another pre-election phone

e Universi, Phidelphi,PA, USA David A. Freedman

*fale University, New Haven, CT, USA

. . . . )
> C r I t I q u e 3 : S t a t I St I C a I Ei%%%éé%%ﬁﬁfIw:lf;::ki::"»d”::;:u‘:"":rpiuTgighulzsmpm David Collier Iasje::td lSt.e:tl)lzhon « Philip B. Stark
. . .
expression of causation is

short-range (Gene
Richardson)
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w=m > The problem with correlation

> Very different models
will ‘predict’ equally
well, and often better
than any theory-driven
model (Mullainathan &
Spiess, 2017)

> For intervention, we need
causality (or at least
associations)
> Another problem: T T T T | ]
0 . 3 4 5 6 7 8 9 10
correlations can overfit Fold of the sample
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¥ Validity: Correlations can overfit, cross-
yoo  validation doesn't fully address

n overfit
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¥ Validity:
Correlations
can overfit

¥ Overfitting and cross validation

>

‘Prediction’ in machine learning

Overfitting: Model fits to ‘noise’ rather than the cause/signal/

data-generating process. Machine learning metaphor: “memorize
the data.”

Degree 1 Degree 4 Degree 15

— Model — Model — Model

— True function
ees Samples

— True function
ees Samples

— True function
ees Samples

Underfit Just right Overfit

(p-hacking relates to both fit and variability; overfitting is related
but simpler)

Cross validation: split the data into two parts (e.g., 1:1, 4:1, 9:1).
The signal should be the same, but not the noise. Error rate on the
held-out “test” set should say how well correlations generalize.

19 of 27 Slides: https://MominMalik.com/cfi.pdf
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e > But cross-validation can fail

> Re-using a test set can . : e
overfit to the test set! P
Happens in Kaggle £
pp 58 § o Greg Park (2012):
> Or, if there are g Repeated tries improved

“visible test” ranking

dependencies (temporal,

1 1 I | | |
0 10 20 30 40 50 60

>\éf)|rligt|ons network’ group) between Number of Submissions
data splits, it “shares” ;

information

> E.g., temporal: Fitting on
values that come after s |
test values is “time . T A
tra Vel i ng" ! 0 10 20 30 40 50 60

Number of Submissions

Private Leaderboard Rank
(23
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¥ Paradox:
‘Truth’ may
not predict

> A ‘false’ model may predict better than a

‘true’ one

‘Prediction’ in machine learning
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¥ The bias-variance tradeoff

> The bias-variance ‘decomposition’, a
foundational result for machine learning and
modern statistics:

EPE(x) = E[(Y - f(2))"| X —w]

= Var(Y) + E[(f() - f(2))°

| X = 2] +E[(f(2) - E[f(2)])"| X = <]
= 02 + bias® (f( ))—i—Var( (ac))

> Leads to a ‘tradeoff’: Even if we have all the
“right” variables, a biased model may be better

> This is very strange!

‘Prediction’ in machine learning 22 of 27 Slides: https://MominMalik.com/cfi.pdf




» Simulation illustration: Setup
> A linear data-generating process.
y ~ N (BpX, + 8,Xy, o°1)

> Wu et al. (2007): Fitting only X, has lower
expected MSE than fitting the model that
generated the data when:
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¥ Paradox:
‘Truth’ may
not predict

¥ The ‘true’' model predicts worse!
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el > Summary

> 'Prediction’ is a metaphor used for fitted values, not
(necessarily) actual prediction

> Spurious correlations count as ‘prediction’ and can
do quite well in narrow terms, but are fragile and
don't help us intervene

> Correlations can overfit, and cross-validation doesn't
fully solve

> The bias-variance tradeoff means things are even
more strange

> | would argue: These are the pertinent issues
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#% » Thank you!
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Introduction

Language:
‘Prediction’ is
retrospective

Definitions:
‘Prediction’ is
correlation

Validity:
Correlations
can overfit

Paradox:
‘Truth’ may
not predict

¥ Summary

References WHAT WILL BECOME OF US
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