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 3-point summary 

  Rule of thumb: Any place you see “AI” or 
“machine learning,” substitute with 
“statistics” 
  And any time you see “X predicts Y,” read, 
“X correlates with Y” 
  Only real-world testing (not simulated 
testing, nor real-world deployment) will tell 
if correlations will predict 
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 “AI” is not AI, but statistics 
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 “So, it’s not real AI?” 
  “So, it’s not real AI?” he asked.  
  “Oh, it’s real,” I said. “And it’s 

spectacular. But you know, don’t you, 
that there’s no simulated person 
inside the machine? Nothing like that 
exists. It’s computationally 
impossible.”  

  His face fell. “I thought that’s what AI 
meant,” he said. “I heard about IBM 
Watson, and the computer that beat 
the champion at Go, and self-driving 
cars. I thought they invented real AI.”  
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 AI changed, but kept the same name! 

  “After about 14 years of trying 
to get language models to 
work using logical rules, I 
started to adopt probabilistic 
approaches.” (Peter Norvig, 
“On Chomsky,” 2010) ✘
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At FORUM AI MEETS NS 

understanding that are known to be adequate in a scientific sense. 
It follows that he cannot know that certain people at certain times 
do not understand in Parry-or Eliza-like ways. That is to say, he 
has no way of knowing that we do not ourselves sometimes function 
by means of "clever tricks". 

Finally, of course we i~arpret responses "in a manner which 
may indeed allow (us) to conclude that (we) are being 'understood' 
. . . "  We do it wlfh people, and we do it with machines, because 
that is what understanding is about, ar~how could the world be 
otherwise? The basic flaw in McLeod's position is that, like a lot of 
people, scientific and lay, he believes the (].) there really is some 
definitive process or feeling called UNDERSTANDING or BEING- 
UNDERSTOOD, and (2) that we can know for absolute certainty when 
we experience it, and (3) we can therefore contrast this feeling 
with one we have about a machine that. "appears" to understand. 
These assumptions are, alas, false, at.least from any scientific point 
of view, and the fact that Humbert Dreyfus has given a 
sophisticated philosophical defense [W&zt Com.pu.ter$ Can.'t Do, 
Harper and Row, New York, 1972.] of a position very like that of 
(1)-(3) above, does not make it any more plausible to anyone who 
believes that the only serious test we can have is how a system 
bohc~ues. 

If one sticks to this simple, but firm, principle of machine 
performance, then McLeod's position will only make sense if and 
when he can tell us what it would be like to know of any machine 
that it red ly  understood, and didn't just ~em to do so. I do not 
believe that this distinction makes much sense, largely because (1)- 
(3) are false assumptions, yet they are the unexamined foundations 
of those who argue like Mr. McLeod. 

ARTIFICIAL INTELLIGENCE MEETS NATURAL STUPIDITY 
Drew McDermoH 

MIT At Lab Cambridge, Mass 02139 

As a field, artificial intelligence has always been on the border 
of respectability, and therefore on the border of crackpottery. 
Many critics <Dreyfus, 1972>, <Lighthill, 1973> have urged that we 
are over the border. We have been very defensive toward this 
charge, drawing ourselves up with dignity when it is made and 
folding the cloak of Science about us. On the other hand, in private, 
we have been justifiably proud of our wil#ingness to explore weird 
ideas, because pursuing them is the only way to make progress. 

Unfortunately, the necessity for speculation has combined with 
the culture of the hacker in computer science <Weizenbaum, 1975> 
to cripple our self-discipline. In a young field, ,~elf-discipline is not 
necessarily a virtue, but we are not getting any younger. In the 
past few years, our tolerance of sloppy thinking has l ed  us to 
repeat many mistakes over and over. If we are to retain any 
credibility, this should stop. 

This paper is an effort to ridicule some of these mistakes. 
Almost everyone I know should find himself the target at some 
point or other; if you don't, you are encouraged to write up your 
own favorite fault. The three described here I suffer from myself. 
I hope self-ridicule will be a complete catharsis, but t doubt it. Bad 
tendencies can be very deep-rooted. Remember, though, if we can't 
criticize ourselves, someone else will save us the trouble. 

Acknow~dEmer~t-- I thank the AI Lab Playroom crowd for 
constructive play. 

Wishful Mnemonics 
A major source of simple-mindedness in AI programs is the use 

of mnemonics like "UNDERSTAND" or "GOAL" to refer to programs 
and data structures. This practice has been inherited from more 

traditional programming applications, in which it is liberating and 
enlightening to be able to refer to program structures by their 
purposes. Indeed, part of the thrust of the structured programming 
movement is to program entirely in terms of purposes at one level 
before implementing them by the most converiient of the 
(presumably many) alternative lower-level constructs. 

However, in At, our programs to a great degree are problems 
rather than solutions. If a researcher tries to write an 
"understanding" program, it isn't because he has thought of a better 
way of implementing this well-understood task, but because he 
thinks he can come closer to writing the [/~rs~ implementation. If he 
calls the main loop of his program "UNDERSTAND '~, he i s  (unt i l  
proven innocent) merely begging the question. He may mislead a lot 
of people, most prominently himself, and enrage a lot of others. 

What he should do instead is refer to this main loop as 
"G0034", and see if he can corwi.nw;e himself or anyone else that 
G0034 implements some part of understanding. Or he could give i t  
a name that reveals its intrinsic properties, like NODE-NET- 
INTERSECTION-FINDER, it being the substance of his theory that 
finding intersections in networks of nodes constitutes 
understanding. If Quillian <1969> had called his program the 
"Teachable Language Node Net Intersection Finder", he would have 
saved us some reading. (Except for those of us fanatic about 
finding the part on teachability.) 

Many instructive examples of wishful mnemonics by AI 
reseai'chers come to mind once you see the point. Remember GPS? 
<Ernst and Newell, 1969> By now, "GPS" is a colorless term 
denoting a particularly stupid program to solve puzzles. But i t  
originally meant "General Problem Solver", which caused everybody 
a lot of needless excitement and distraction. It should have been 
called LFGNS --  "Local-Feature-Guided Network Searcher". 

Compare the mnemonics in Planner <Hewitt,1972> with those in 
Conniver <Sussman and McDermott, 1972>: 

Planner ~ n g i y e r  
GOAL FETCH & TRY-NEXT 
CONSEQUENT IF-NEEDED 
ANTECEDENT IF-AODED 
THEOREM METHOD 
ASSERT ADD 

It Js so much harder to write programs using the farina on the right! 
When you say (GOAL . . . ) ,  you can j:ust feel the enormous power at 
your fingertips. It is, of course, an illusion. 

Of course, Conniver has some glaring wishful primitives, too. 
Calling "multiple data bases" CONTEXTS was dumb. It implies that, 
say, sentence understanding in context is really easy in this system. 

LISP's mnemonics are excellent in this regard. <Levin at. el., 
1965> What if atomic symbols had been called "concepts", or CONS 
had been called ASSOCIATE? As it is, the programmer has no debts 
to pay to the system. He can build whatever he likes. There are 
some minor faults; "property lists" are a little risky~ but bY now the 
term is sanitized. 

Resolution theorists have been pret ty  good about wishful 
mnemonics. They thrive on hitherto meaningless words like 
RESOLVE and PARAtvIODULATE, which can only have their humble, 
technical meaning. There are actually quite few pretensions in the 
resolution literature. <Robinson, 1965> Unfortunately, at the top of 
their intellectual edifice stand the word "deduction". This is uary 
wishful, but not entirely their fault. The logicians who first misused 
the term (e.g., in the "deduction" theorem) didn't have our problems; 
pure resolution theorists don't either. Unfortunately, too many A] 
researchers took them at their word and assumed that deduction, 
like payroll processing, had been tamed. 

Of course, as in many such cases, the only consequence in the 
long run was that "deduction" changed in meaning, to become 
something narrow, technical, and not e little sordid. 
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 Predict… the future? 

PERSPECTIVE

1216

Fast-Track Zika Vaccine Development

n engl j med 375;13 nejm.org September 29, 2016

Predicting the Future

Predicting the Future — Big Data, Machine Learning,  
and Clinical Medicine
Ziad Obermeyer, M.D., and Ezekiel J. Emanuel, M.D., Ph.D.  

By now, it’s almost old news: 
big data will transform med-

icine. It’s essential to remember, 
however, that data by themselves 
are useless. To be useful, data 
must be analyzed, interpreted, and 
acted on. Thus, it is algorithms — 

not data sets — that will prove 
transformative. We believe, there-
fore, that attention has to shift to 
new statistical tools from the 
field of machine learning that 
will be critical for anyone practic-
ing medicine in the 21st century.

First, it’s important to under-
stand what machine learning is 
not. Most computer-based algo-
rithms in medicine are “expert 
systems” — rule sets encoding 
knowledge on a given topic, which 
are applied to draw conclusions 

ry agencies will pay particular at-
tention to preclinical safety and 
toxicity studies and assessments 
of unexpected adverse events dur-
ing clinical trials and after licen-
sure. The case for licensure may 
be established through tradition-
al clinical efficacy trials, but de-
clining case counts or an urgent 
need for intervention may neces-
sitate a different pathway. Alter-
natives include using efficacy data 
from studies in animals combined 
with human immunogenicity data 
or bridging to an as-yet-undefined 
immune correlate of protection. 
Human challenge studies have 
been proposed in order to augment 
information from efficacy trials, 
assist in exploring immune cor-
relates of protection, or generate 
efficacy data if natural transmis-
sion substantially declines. In the 
absence of a clear understanding 
of the frequency of adverse neu-
rologic outcomes or the persis-
tence of ZIKV in biologic fluids, 
however, human ZIKV challenge 
is ethically complex.

Other flavivirus vaccines have 
been licensed, including those 
against yellow fever (live attenu-
ated), Japanese encephalitis (inac-

tivated, live chimeric, live atten-
uated), tickborne encephalitis 
(inactivated), and dengue (live chi-
meric). Some have validated surro-
gates of protection, and all are 
based on neutralizing antibody. A 
neutralizing antibody titer of 1 in 
10 is the surrogate of protection 
for the Japanese and tickborne 
encephalitis vaccines; for yellow 
fever, the titer is between 1 in 10 
and 1 in 50. Preclinical ZIKV 
studies suggest that a titer of 1 in 
10 for mice and approximately 1 in 
100 for nonhuman primates pro-
tected against ZIKV challenge.1,2 
If these figures translate to hu-
mans, developing a ZIKV vaccine 
is very feasible.

The time required to develop a 
safe, efficacious ZIKV vaccine will 
be determined by prior experience 
with the selected technology, the 
continuation of outbreaks, and the 
required scale-up of manufactur-
ing. Ultimately, developing, licens-
ing, and deploying a vaccine ca-
pable of affecting the current 
epidemic will require seamless 
coordination among developers, 
regulatory agencies, the WHO, and 
national health authorities, along 
with a robust monetary commit-

ment from governments and fund-
ing agencies.
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Abstract—In recent years, social media has become ubiquitous
and important for social networking and content sharing. And
yet, the content that is generated from these websites remains
largely untapped. In this paper, we demonstrate how social media
content can be used to predict real-world outcomes. In particular,
we use the chatter from Twitter.com to forecast box-office
revenues for movies. We show that a simple model built from
the rate at which tweets are created about particular topics can
outperform market-based predictors. We further demonstrate
how sentiments extracted from Twitter can be further utilized to
improve the forecasting power of social media.

I. INTRODUCTION

Social media has exploded as a category of online discourse
where people create content, share it, bookmark it and network
at a prodigious rate. Examples include Facebook, MySpace,
Digg, Twitter and JISC listservs on the academic side. Because
of its ease of use, speed and reach, social media is fast
changing the public discourse in society and setting trends
and agendas in topics that range from the environment and
politics to technology and the entertainment industry.

Since social media can also be construed as a form of
collective wisdom, we decided to investigate its power at
predicting real-world outcomes. Surprisingly, we discovered
that the chatter of a community can indeed be used to make
quantitative predictions that outperform those of artificial
markets. These information markets generally involve the
trading of state-contingent securities, and if large enough and
properly designed, they are usually more accurate than other
techniques for extracting diffuse information, such as surveys
and opinions polls. Specifically, the prices in these markets
have been shown to have strong correlations with observed
outcome frequencies, and thus are good indicators of future
outcomes [4], [5].

In the case of social media, the enormity and high vari-
ance of the information that propagates through large user
communities presents an interesting opportunity for harnessing
that data into a form that allows for specific predictions
about particular outcomes, without having to institute market
mechanisms. One can also build models to aggregate the
opinions of the collective population and gain useful insights
into their behavior, while predicting future trends. Moreover,
gathering information on how people converse regarding par-
ticular products can be helpful when designing marketing and
advertising campaigns [1], [3].

This paper reports on such a study. Specifically we consider
the task of predicting box-office revenues for movies using
the chatter from Twitter, one of the fastest growing social
networks in the Internet. Twitter 1, a micro-blogging network,
has experienced a burst of popularity in recent months leading
to a huge user-base, consisting of several tens of millions of
users who actively participate in the creation and propagation
of content.

We have focused on movies in this study for two main
reasons.

• The topic of movies is of considerable interest among
the social media user community, characterized both by
large number of users discussing movies, as well as a
substantial variance in their opinions.

• The real-world outcomes can be easily observed from
box-office revenue for movies.

Our goals in this paper are as follows. First, we assess how
buzz and attention is created for different movies and how that
changes over time. Movie producers spend a lot of effort and
money in publicizing their movies, and have also embraced
the Twitter medium for this purpose. We then focus on the
mechanism of viral marketing and pre-release hype on Twitter,
and the role that attention plays in forecasting real-world box-
office performance. Our hypothesis is that movies that are well
talked about will be well-watched.

Next, we study how sentiments are created, how positive and
negative opinions propagate and how they influence people.
For a bad movie, the initial reviews might be enough to
discourage others from watching it, while on the other hand, it
is possible for interest to be generated by positive reviews and
opinions over time. For this purpose, we perform sentiment
analysis on the data, using text classifiers to distinguish
positively oriented tweets from negative.

Our chief conclusions are as follows:
• We show that social media feeds can be effective indica-

tors of real-world performance.
• We discovered that the rate at which movie tweets

are generated can be used to build a powerful model
for predicting movie box-office revenue. Moreover our
predictions are consistently better than those produced
by an information market such as the Hollywood Stock
Exchange, the gold standard in the industry [4].

1http://www.twitter.com
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 Prediction is not prediction 

  “It’s not prediction at all! I have not found a 
single paper predicting a future result. All of 
them claim that a prediction could have 
been made; i.e. they are post-hoc analysis 
and, needless to say, negative results are 
rare to find.” (Daniel Gayo-Avello, 2012) 
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 Prediction is correlation, not causation 
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 Prediction is correlation 

  Spurious (non-
causal) correlations 
can fit the data 
really well! 

  Google Flu Trends: 
half flu detector, half 
winter detector 

Introduction 

“AI” is not AI 

“Prediction” 
is not 
prediction 

“Prediction” 
is not 
causation 

Summary 

References 



“AI” is a Lie Slides: https://MominMalik.com/agtech2018.pdf 16 of 21 

  Intervention requires causality 
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  Very different sets of 
correlations can 
“predict” equally 
well 

  But they suggest 
very different 
interventions 
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 At a minimum, demand real-world 
experimental testing 
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  Breast cancer: when a machine learning 
model said “high risk” but clinical risk was 
low, chemo made things worse!  
  (But can help avoid unnecessary chemo) 
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 Summary 

  There’s lots of misleading language. Don’t 
believe the hype, or everything you hear.  

  Anything using “artificial intelligence” or 
“machine learning” is going to be statistical 

  AI, ML are based on correlations. Among 
other issues, they can go wrong in every way 
that correlations can go wrong.  
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 Further reading 

  One of the earliest, still one of 
the best!  

  Chapter 7: best machine learn-
ing overview for lay audience 

  (But, two subtle mistakes: see 
mominmalik.com/broussard) 

  Stories showing that 
implementation is key. The best 
intentions, and most careful 
technical work, can go awry.  
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 Correlations can “overfit” 
Overfitting: Model finds 
correlation to random 
‘noise’ (“memorizes the 
data”) 

  (Overfitting is simpler than 
“p-hacking,” but similar) 

  Existing solution: split the 
data (e.g., 1:1, 4:1, 9:1). “Hold 
out” one part. Idea: The signal 
should be the same, but not the 
noise. Testing on held out data 
(cross-validation) should 
reveal overfitting 

|Sex: female?
(Yes)

(No)

Pclass: 3rd?

Fare < 23.35?

Fare < 26.2688?

Age < 13.5?

Survived

Didn't Survive

Survived

Survived

Didn't Survive

Didn't Survive

|Sex: female?

Pclass: 3rd?

Fare < 26.2688?

Age < 13.5?

Fare < 23.35?

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Survived

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Survived

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Survived

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Didn't Survive

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Didn't Survive

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Survived

Fare < 18.7688?

Fare < 26.4688?

Age < 32.5?

Age < 36.5?

(Yes)

(No)

Fare < 18.7688?

vs. 

Introduction 

“AI” is not AI 

“Prediction” 
is not 
prediction 

“Prediction” 
is not 
causation 

Summary 

References 



“AI” is a Lie Slides: https://MominMalik.com/agtech2018.pdf 23 of 21 

 But cross-validation can fail 
  Re-using the test set can 

overfit to the test set! E.g., 
Kaggle competitions 

  Or, if there are 
dependencies (temporal, 
network, group) between 
data splits, it “shares” 
information 

  E.g., temporal: Fitting on 
values that come after 
test values is “time 
traveling”! 

Greg Park thought he 
was getting a better 
and better rank 
(publicly visible test 
performance) 

But he was getting 
worse! (concealed, 
true test data) 
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